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The structure of our material world is characterized by a large hierarchy of length scales that
determines material properties and functions. Increasing spatial resolution in optical imaging
and spectroscopy has been a long standing desire, to provide access, in particular, to mesoscopic
phenomena associated with phase separation, order, and intrinsic and extrinsic structural inho-
mogeneities.A general concept for the combination of optical spectroscopy with scanning probe
microscopy emerged recently, extending the spatial resolution of optical imaging far beyond
the diffraction limit. The optical antenna properties of a scanning probe tip and the local near-
field coupling between its apex and a sample provide few-nanometer optical spatial resolution.
With imaging mechanisms largely independent of wavelength, this concept is compatible with
essentially any form of optical spectroscopy, including nonlinear and ultrafast techniques, over
a wide frequency range from the terahertz to the extreme ultraviolet. The past 10 years have
seen a rapid development of this nano-optical imaging technique, known as tip-enhanced or
scattering-scanning near-field optical microscopy (s-SNOM). Its applicability has been demon-
strated for the nano-scale investigation of a wide range of materials including biomolecular,
polymer, plasmonic, semiconductor, and dielectric systems.

We provide a general review of the development, fundamental imaging mechanisms, and
different implementations of s-SNOM, and discuss its potential for providing nanoscale spec-
troscopic including femtosecond spatio-temporal information. We discuss possible near-field
spectroscopic implementations, with contrast based on the metallic infrared Drude response,
nano-scale impedance, infrared and Raman vibrational spectroscopy, phonon Raman nano-
crystallography, and nonlinear optics to identify nanoscale phase separation (PS), strain, and
ferroic order. With regard to applications, we focus on correlated and low-dimensional mate-
rials as examples that benefit, in particular, from the unique applicability of s-SNOM under
variable and cryogenic temperatures, nearly arbitrary atmospheric conditions, controlled sam-
ple strain, and large electric and magnetic fields and currents. For example, in transition metal
oxides, topological insulators, and graphene, unusual electronic, optical, magnetic, or mechan-
ical properties emerge, such as colossal magneto-resistance (CMR), metal–insulator transitions
(MITs), high-TC superconductivity, multiferroicity, and plasmon and phonon polaritons, with
associated rich phase diagrams that are typically very sensitive to the above conditions. The
interaction of charge, spin, orbital, and lattice degrees of freedom in correlated electron materi-
als leads to frustration and degenerate ground states, with spatial PS over many orders of length
scale. We discuss how the optical near-field response in s-SNOM allows for the systematic
real space probing of multiple order parameters simultaneously under a wide range of internal
and external stimuli (strain, magnetic field, photo-doping, etc.) by coupling directly to elec-
tronic, spin, phonon, optical, and polariton resonances in materials. In conclusion, we provide
a perspective on the future extension of s-SNOM for multi-modal imaging with simultaneous
nanometer spatial and femtosecond temporal resolution.
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1. Introduction to optical nano-scale imaging
The power of optical spectroscopy is its ability to directly interact with the electronic, spin, and
lattice excitations in matter. Owing to the vectorial nature of light both in terms of polarization
and (momentum) wavevector, it can provide symmetry selectivity in both linear and nonlinear
implementations. With ultrafast laser techniques, insight into the real-time dynamics of elementary
interactions can be gained.

However, combining spectroscopy with optical microscopy techniques for simultaneous spa-
tially resolved imaging has remained challenging with far-field diffraction limiting the spatial
resolution to hundreds of nm in the visible and up to several micrometers in the infrared. This
resolution is too coarse for many of the desired studies of mesoscopic phenomena in condensed
matter physics, which are often determined by nanometer scale electronic, phonon, or spin scat-
tering lengths. Optical microscopy has therefore not become a primary research tool in solid-state
physics to the same extent as in biology, medicine, or petrology applications.

The development of optical imaging techniques with spatial resolution beyond the diffraction
limit was a slow one. Near-field scanning optical microscopy (NSOM) only emerged in the late
1980s [1–3], providing sub-diffraction-limited spatial resolution through the use of tapered fibers or
hollow waveguide tips. However, waveguide cut-off and aperture-limited fiber throughput typically
constrain sensitivity and practical resolution to ∼100 nm, with a narrow wavelength range due to
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Figure 1. The conceptual representation of tip-enhanced or tip-scattering s-SNOM for optical spectroscopic
imaging with sub-diffraction limited spatial resolution. With excitation provided by a continuous or pulsed
field E(t) (frequency ω), the locally enhanced optical tip–sample coupling produces a response function R(t)
with nanometer spatial resolution in combination with essentially any linear (ω), nonlinear (nω), and ultrafast
(τ ) optical technique. Compatible with variable and low-temperature T , magnetic field B, electric field E,
sample strain←→σ , etc., s-SNOM enables mapping of the nanoscale structural inhomogeneities of materials
and their evolution under these stimuli.

fiber compatibility. This limits the suitability of NSOM as a solid-state imaging technique, which
would call for even higher spatial resolution while probing at a wide wavelength range and at low
signal levels. The more recent development of far-field localization techniques [4–6] can achieve
resolution of discrete molecular or quantum dot emitters by point-spread function reconstruction
with precision as high as 20 nm, but these rely largely on fluorescence and/or dilute samples.

This situation changed with the development of tip-enhanced, apertureless, or tip-scattering
(s-SNOM1). This is based on a compellingly simple idea that emerged from the desire to combine
the high spatial resolving power of tip-based scanning probe microscopies such as atomic force
microscopy (AFM) and scanning tunneling microscopy (STM) with the spectroscopic abilities
of optical techniques. As shown conceptually in Figure 1, illumination of the apex of a sharp
(metallic or semiconducting) scanning probe tip of an AFM or STM, typically by a focused laser
beam, leads to some degree of spatial localization of the light–matter interaction with the sample
in the near-field region of the tip apex, defined by the apex radius. After suitable discrimination
of the tip-apex scattered light from far-field background, few nanometer spatial resolution can be
obtained, determined to first order by the nanoscopic apex radius.

Following the conception of near-field microscopy [1–3,7–12], and subsequent implementation
of different spectroscopies [13–19], the basic physics underlying the imaging process seem to be
understood. Most initial s-SNOM applications, with implementations in particular of dielectric and
vibrational infrared and Raman spectroscopy, have focused on molecular, plasmonic, or dielectric
systems, and a number of excellent reviews have summarized the rapid and successful progress
in the field [20–29].

In this review, we will provide a summary and perspective based on new fundamental insights
and technical developments in recent years that have shown the way for a generalization of the con-
cepts of s-SNOM. We discuss the fundamental imaging mechanisms and different spectroscopic
implementations, including advanced linear, nonlinear, and ultrafast techniques. Although several
technical challenges still persist, we provide a perspective showing the level of microscopic insight
that can be gained by taking advantage of the optical symmetry selectivity, resonant specificity,
and nano-scale sensitivity provided by s-SNOM in different optical imaging modalities.

Concurrently with the emergence of s-SNOM as a viable tool for optical nano-imaging, a range
of powerful new electron and X-ray microscopies and spectroscopies have been developed for the
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study of both static as well as dynamic nanoscale material phenomena. Their detailed discussion
is beyond the scope of our review and we will only cover them briefly where they complement or
are complemented by s-SNOM.

In spite of the sensitivity of s-SNOM to a wide range of electronic or lattice structural phe-
nomena depending on the choice of optical process, relatively little work has focused on the
investigation of correlated materials. These materials, in part as a result of the strong electron
correlations, exhibit a prevailing tendency to form structural inhomogeneities, phases, domains,
and order over a wide range of length scales ranging from atomic to macroscopic dimensions. We
discuss how the application of s-SNOM in combination with different optical techniques could
provide the much needed nanoscale characterization of correlated matter and other complex solid
matter. Despite this topical focus on these classes of materials, much of the review is kept general
for the reader of other disciplines, and the applications discussed can readily be extended to other
classes of materials.

The strong electron correlation in, e.g., transition metal oxides and related materials leads to
unusually rich phase diagrams with distinct crystallographic, electronic, and magnetic phases, and
frustration and degenerate ground states. One resulting phenomenon is that in many cases phase
competition and a coexistence of multiple phases occurs near phase boundaries. It has become
increasingly evident that this behavior gives rise to structural and electronic inhomogeneities
and nanoscale spatial phase separation with complex spatial architecture [30,31]. This phase
coexistence, over a wide range of length scales from the nano- to microscale, is determined by
both intrinsic and extrinsic factors. It can be static or dynamic, and is very sensitive to external
stimuli, as shown conceptually in Figure 2. A generally applicable technique that can provide the
necessary microscopic insight could hold the key to the mechanisms underlying these complex
material systems. With its compatibility with essentially any sample temperature, strong magnetic
and electric fields, sample strain, and environmental pressure, s-SNOM can complement and may
exceed many alternative imaging and spectroscopy techniques.

Section 2 of this paper gives a brief introduction to correlated and topological materials and their
spatial inhomogeneities. In Section 3, we provide background for the relevant light–matter interac-
tions and the material properties they can probe. Section 4 contains examples of the use of several
spectroscopic techniques for far-field microscopy. Section 5 contains a theoretical discussion of
the spatial localization and imaging mechanisms in s-SNOM, and experimental considerations
for implementing the various spectroscopic techniques. The results of several near-field optical
experiments are summarized in Section 6. In this review, we emphasize in particular results on
correlated or topological materials and graphene, as well as a discussion of domain structure within
ferroelectric (FE) and ferromagnetic (FM) materials, as an illustration of the various approaches to
probing complex material properties. Finally, in Section 7 we discuss some remaining challenges
and future improvements for s-SNOM to increase its sensitivity and specificity, and we provide a
perspective on extending to the time domain for ultrafast nano-imaging.

2. Phase behavior of strongly correlated and topological materials
The term “correlated electron systems” is often used to designate materials for which the non-
interacting band-structure model fails to correctly predict their electronic properties [32–34].
Strong electron–electron Coulomb and spin interactions, associated unusual electron–lattice cou-
pling and distortions, and a range of new quasi-particle excitations give rise to unique material
properties including superconductivity, colossal magneto-resistance (CMR), metal–insulator tran-
sitions (MIT), and multiferroicity. Another range of exotic electronic phases and collective
behavior can arise from constraining the physical dimensions of a system, as in graphene and topo-
logical materials in two dimensions. While the wide range of new and often coupled magnetic,
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750 J.M. Atkin et al.

Figure 2. The role of coupled charge, spin, and lattice degrees of freedom in the formation of inhomo-
geneous mesoscopic domains ranging from the atomic scale, to macroscopic dimensions. The interplay
of these interactions (red arrows) can result in intrinsic phase coexistence on mesoscopic length scales
(1 nm to 1 mm). s-SNOM via the local near-field tip–sample interaction provides spectroscopic access
with few nanometer spatial resolution. It can probe nanoscale domain order, which is a reflection of
the underlying microscopic mechanisms of many emergent material properties. Similarly, nano-scale
phase separation controls the macroscopic materials properties and can in turn be influenced by external
stimuli.

electronic, optical, or mechanical properties holds significant promise for technological device
applications (e.g., for sensing, control, solar, storage, catalysis, etc.), the complex underlying
physics is poorly understood. The nanoscale optical investigation of the domain and phase behav-
ior in correlated and topological matter can thus contribute to the microscopic understanding of
the origin of their properties.

In the following sections, we briefly summarize the basic properties of correlated electron
and topological materials, their phase behavior, phase competition and domain formation, and the
range and limitations of conventional techniques employed for their investigations.

2.1. Historic developments of correlated electron physics
The development of quantum mechanics in the early 1900s identified both the particle-like and
wave-like properties of matter, with electrons defined by radial n, orbital-angular momentum l,
magnetic orbital ml, and spin ms quantum numbers. The significance of these concepts for the
description of the electronic behavior of solids was realized soon after the development of the
band theory description of metals and insulators in the first half of the twentieth century [35–39].
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Band theory describes the electronic states in a crystal in terms of Bloch waves. These states are
the energy eigenfunctions for a periodic (crystalline) lattice, which may be written as the product
of a plane wave envelope function and a periodic function. The energy–momentum dispersion
relation corresponding to the solutions for these states takes the form of bands relating allowable
momentum for electronic states to a given energy. One of the primary assumptions of this band
structure description is that the valence electrons are described as non-interacting within a static
and periodic atomic lattice.

Within the band model, insulators and semiconductors exhibit a band gap separating a highest
occupied valence from a lowest unoccupied conduction band with a mid-gap Fermi level. With
a full valence band, electronic conduction is prohibited as there are no low-energy unoccupied
electron energy states available under small-energy perturbations of the valence electrons. In
contrast, conductors have partially filled energy bands, and the highest energy electrons at the
Fermi level can easily be perturbed to unoccupied states.

Even during the development of the band model, it was recognized that the assumption of
negligible electron–electron Coulomb interaction and other interactions may fail to predict the
electronic structure of certain materials [40]. The first example was NiO, for which conventional
band theory predicts metallic behavior, but which is found to be a transparent insulator [41,42].
It was proposed that the insulating character of this material system was due to electron–electron
interactions, and it was later shown that the insulating properties arise from the presence of an
anti-ferromagnetic (a-FM) sub-lattice [43–46]. Subsequently, a wide range of other materials
have been identified for which a simple band structure description fails to correctly predict their
electronic properties and other physical phenomena. NiO set the stage for the broad definition
of complex and correlated electron systems as those systems whose electronic structure deviates
from the band-theory model via the presence of strong electron–electron, –phonon, –spin, or
–quasi-particle interactions.

2.2. Transition metal compounds
One class of materials in which correlated electron effects and associated phase behavior is par-
ticularly prevalent are transition metal compounds. In these materials, the mutual interaction of
the electronic degrees of freedom is a fundamental component in the wide variety of exotic and
complex physical phenomena observed.

The transition metals are elements whose stable ions have partially filled d shells (the “d-
block” of the periodic table) that are characterized by multiple possible orbital and spin states.
Many transition metals exhibit multiple oxidation states, in particular vanadium, chromium, and
manganese. Similar ion sizes allow for a wide range of doping and substitutions with each other and
also with lanthanide and actinide ions. That, together with small differences in oxidation/reduction
potential, gives rise to a wide variety of transition metal compounds, in particular oxides, with
different crystal structure and electronic behavior as a result of the multitude of possible d-band
electronic interactions.

In certain cases, the interaction of the intrinsic orbital and spin states of the valence electrons
in transition metal oxides with external parameters such as electric, magnetic, and strain fields can
lead to the development of a rich phase behavior. Examples that exhibit such correlated electron
effects include cuprates, manganites, ruthenates, Fe-pnictides, and heavy-fermion alloys. These
substances are often characterized by competing nearly degenerate states with coupled charge,
orbital, spin, and lattice degrees of freedom.

Much of the most interesting, complex, and poorly understood condensed phase physics today
is associated with these materials, including CMR [47–49], MIT [50], multiferroicity [51], and
high-temperature superconductivity [52,53]. In spite of the large potential of these phenomena for
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752 J.M. Atkin et al.

future technological applications, the current understanding of these systems is incomplete due to
the complex fundamental physics involved in the formation of the electronic properties of these
materials. Currently, a lack of systematic knowledge of the relevant driving forces and parameters
behind many of these exotic phases make material design and device applications difficult.

2.3. Graphene and topological materials
The confinement of electrons to two dimensions can result in fundamental changes in the electronic
dispersion relation as well as differences in electron–electron and electron–spin interactions in a
material. These changes give rise to novel electronic behaviors, some of which hold great potential
for the development of future nano-electronics, opto-electronics, and photonic devices.

2.3.1. Graphene

The two-dimensional (2D) carbon allotrope of sp2 hybridized and bonded C-atoms in a honeycomb
lattice constituting a single graphene sheet provides an ideal basis for the study of a prototypical 2D
electron system. Its band structure is characterized at low energies by a linear energy–momentum
relationship. The linear dispersion relationship yields effective electron and hole masses of zero,
corresponding to relativistic particles described by the Dirac equation and leading to the termi-
nology of Dirac fermions for the electrons and holes [54,55]. With one electron per carbon atom
in the π -levels, the π and π% bands are degenerate at the K points of the hexagonal Brillouin
zone for symmetry reasons, with the Fermi level between the two symmetrical bands. This makes
graphene technically a zero-gap semiconductor.

The linear dispersion relation results in a pronounced ambipolar electric field effect, with charge
carriers tuned continuously between electrons and holes. Furthermore, the high mobility of charge
carriers in graphene has garnered significant interest for its application in future electronic devices.

Interestingly, despite its role as a prototypical featureless 2D electronic system, STM studies of
graphene have revealed spatial inhomogeneities in the electronic structure [56]. These variations
result from microscopic perturbations such as topographic corrugations and impurities in an oth-
erwise homogeneous graphene sheet. Ultimately, the scattering associated with these electronic
inhomogeneities imposes a limit on the mobility of electrons in graphene systems [56].

Graphene also exhibits several interesting optical properties [57]. In particular, surface waves
in the form of density waves of Dirac fermions have been predicted with high oscillator strength
at mid-infrared frequencies [58,59]. While the understanding of the generation and properties of
surface plasmon polaritons (SPPs) in noble metals is well developed, metallic SPPs are hampered
by large ohmic losses due to poor conductivity at optical frequencies. In contrast, graphene repre-
sents a promising alternative system with the possibility of new forms of plasmonic engineering
with large propagation length, tuning by physical geometry, external field gating, and doping.

2.3.2. Topological insulators

Topological surface states with exotic 2D correlated electron effects have recently been discovered
at the surfaces and interfaces of certain insulators. While many similarities exist between the
electronic structure of graphene and topological insulators [60], spin–momentum coupling with
spin orientation at right angles with respect to the electron momentum distinguishes topological
surface states from ordinary surface states of bulk materials or the electronic structure of graphene.
These new states are unique in that they are topologically protected against scattering from surface
impurities and perturbations by time-reversal symmetry. Both topological insulator surface states
and graphene have a linear energy–momentum dispersion relationship. Yet while graphene has
two Dirac points and is spin degenerate, topological insulators have only one Dirac point and no
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spin degeneracy [60]. Also, while the carbon composition of graphene results in the Fermi level
naturally occurring at the Dirac point, this is not necessarily the case for topological insulators [60].
Much of the interest in topological insulators stems from a new quantum spin Hall effect, which
was predicted and discovered in 2D structures such as HgTe quantum wells [61,62] as well as
three-dimensional (3D) crystals of Bi1−xSbx, Bi2Se3, and Bi2Te3 [63–65] at low temperatures. The
topological protection of the surface states in principle allows for dissipationless transport which
should be associated with interesting plasmonic properties. The development of understanding
of the novel properties of the surface states in topological insulators may hold promise for the
development of solid-state quantum computing, magneto-electric, and spintronic devices.

2.4. Competing degenerate phases and phase separation
The strong electron correlations in transition metal oxides and related materials often result in com-
plex phase diagrams with distinct crystallographic, electronic, and magnetic phases. In addition,
electronic phases can often be degenerate and can exhibit a high degree of geometrical frustration
imposed by the crystal lattice symmetry. Frustration occurs when competing terms of electronic or
spin ordering are incommensurate (for example, in a triangular spin lattice). Frustrated and nearly
degenerate phases can lead to phase competition and coexistence over a wide range of parameters,
such as temperature, doping, or strain, possibly even in an ideal nominally homogeneous pure
single crystal [31]. The trade-off between the free energies of the competing phases, the domain
wall energies, and the elastic strain energies can give rise to stable nanoscale spatial PS, sometimes
with a complex spatial architecture [30,31,66–69]. It has become increasingly evident that phase
co-existence is controlled by both intrinsic and extrinsic factors and results in domain formation
over a wide range of length scales from the atomic scale to macroscopic mm dimensions depending
on material system and conditions.

The PS in correlated electron systems may involve several mechanisms that are poorly under-
stood. While the intrinsic phase transition could be of first order, “incomplete transitions” may
occur [31,70,71] where the inhomogeneous mixture of phases exists as a metastable state. The
phase co-existence and separation may involve the mutual coupling of several degrees of freedom,
making their description generally complex. One proposed reasoning for the presence of PS is the
role of disorder or structural interactions which energetically favor a phase-separated state [67,72].
Long-range elastic strain, both extrinsic and intrinsic, may also be a driving component of PS [67].

Initial model descriptions of phase-separation have led to the phenomenological picture of elec-
tronic and structural PS, where, for example in CMR compounds, FM metallic, charge-ordered
(CO)/orbital ordered (OO)/a-FM insulating, and paramagnetic (PM) insulating states may com-
pete. Instead of a critical temperature TC which would describe the transition of the unconstrained
system, the intermediate regime characterized by the phase coexistence can be defined by a new
temperature T∗, the temperature at which the onset of local mixed phase behavior and/or local
order occurs, as shown in Figure 3.

While qualitatively new and interesting physical properties in the regime of phase competition
emerge, it complicates the investigation and microscopic understanding of the origin of the phase
behavior [30]. The details and microscopic origins of that spatial separation of electronic, magnetic,
and lattice structural inhomogeneities in correlated electron materials is therefore the subject of
much current research interest and debate. Even the role of domains in defining macroscopic
material properties is often unclear. The description of the physics of PS is complicated by many
competing interactions at similar energy scales. As a result, the theoretical description of the
microscopic mechanisms and length-scales which arise in these systems remains incomplete.
While it has emerged that spatial phase separation and co-existence can often exist and spans
length scales of more than five orders of magnitude ranging from the atomic to the hundreds
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754 J.M. Atkin et al.

Figure 3. Schematic phase diagram indicating the ideal macroscopic first-order phase boundaries (left)
and multi-phase coexistence and spatial separation scenario (right) with domain formation. The parameter
g represents a generalized control parameter such as doping, strain, or external fields. In this example,
competition between a paramagnetic (PM) insulation, FM metallic, and charge ordered (CO) a-FM phases
leads to a gradual phase transition with phase coexistence over a wide parameter range and with a possibly
wide variety of domain sizes and texture.

of micrometer scale, for example, in CMR materials, little is known quantitatively about domain
texture (stripes, patches, etc.) and phase fraction as a function of varying temperature or strain. One
of the foremost challenges in characterizing correlated electron systems which exhibit degenerate
phases and phase separation is the fact that much experimental evidence of the intrinsic phase
properties is indirect. Few studies and techniques have yet been able to systematically monitor
with sufficient spatial resolution the PS and domain evolution across a phase transition.

2.5. Traditional microscopic techniques for the characterization of phase separation
The presence of both intrinsic and extrinsic nanoscale spatial inhomogeneities in the electronic,
spin, or lattice structural response of strongly correlated materials, in particular, in CMR, metal–
insulator transition (MIT), and high-TC superconductor systems, was initially inferred indirectly
from bulk measurements such as transport [73,74], X-ray, and neutron diffraction [75,76], and
angle-resolved photo-emission spectroscopy (ARPES) [77]. The macroscopic and spatially aver-
aged quantities measured by these techniques often exhibit a broadened phase transition as a
function of temperature. This broadening can be interpreted as the result of phase coexistence
and the formation of an inhomogeneous phase distribution at microscopic length scales. Much
experimental effort has thus been dedicated to the development and implementation of micro-
scopic techniques to identify the underlying spatial architecture of the sample and to determine
the intrinsic properties of the competing phases near the phase transition. This understanding
would allow for an explanation of the observed macroscopic materials response and would be
essential for the development of a theoretical description of the microscopic driving forces behind
the phase behavior.

To this end, several experimental microscopy methods have been developed, foremost among
them are the electron-based scattering, transmission, and tunneling probes, with each technique
having its advantages and disadvantages in garnering specific information on the microscopic
properties of the material. A summary of the spatial resolution and energy sensitivity of some
of these techniques is shown in Figure 4 [78]. Transmission electron microscopy (TEM) and
scanning electron microscopy (SEM) achieve high spatial resolution with ∼1 nm for SEM and
∼0.01 nm for TEM based on the short de Broglie wavelength of electron beams at 5–30 keV
(SEM) and 50–400 keV (TEM) [79,80]. These techniques have successfully been used to char-
acterize electronic phase separation in several correlated electron materials [81–86]. Dark-field
TEM evidence of metallic and insulating phases in the manganite La5/8−yPryCa3/8MnO3 is shown
in Figure 5(i). Although operating at keV electron energies that far exceed the energy scales of
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Figure 4. Ranges of spatial and spectral information achievable by different spatially resolved optical
and electron-based spectroscopy techniques, including high-resolution electron-energy loss spectroscopy
(HR-EELS), X-ray microscopy (XRM), photoemission electron microscopy (PEEM), NSOM, s-SNOM,
cathodoluminescence (CL), and scanning-tunneling spectroscopy (STS). After F.J. García de Abajo, Rev.
Mod. Phys. 82 (2010), pp. 209–275 [78]. Copyright 2010 by the American Physical Society.

the elementary excitations and processes in the materials, spectroscopic sensitivity is nevertheless
achieved via energy or momentum resolved detection of the inelastic electron interaction with
the medium. Electronic microscopy techniques with spectral sensitivity include electron energy
loss spectroscopy (EELS), high-resolution electron energy loss spectroscopy (HR-EELS), photo-
electron emission microscopy (PEEM), and cathodoluminescence microscopy (CL). PEEM with
soft X-ray synchrotron radiation, in particular, is emerging as a useful technique for the study
of multiferroics, as it can detect FM and a-FM order through X-ray dichroism and resolve their
domain structures [87]. Improvements in aberration correction mean that tens of nanometer reso-
lution is now possible. The advantage of the high spatial resolution of these techniques, however,
is associated with the need to operate at high or even ultrahigh vacuum (HV/UHV) and the need
for special sample or surface preparation. For TEM, the penetration depth of electrons into the
material limits sample thicknesses to t ! 100 nm. For SEM measurements the sample is required
to be conductive to prevent charge accumulation. Owing to their high surface sensitivity PEEM
and ARPES require ideally atomically clean surfaces in order to avoid signal convolution with
adsorbate signatures.

With far-field optical spectroscopy techniques limited by the wavelength of light, one strat-
egy for achieving high spatial resolution is to increase the photon energy in order to reduce
the wavelength thus maximizing resolution. Scanning X-ray microscopy (XRM) achieves high
contrast, element-specific microscopy and spectroscopy, with spatial resolutions down to 25–
50 nm [88]. Synchrotron radiation sources are typically used, though table-top ultrafast soft X-ray
sources are now available [89,90].

The scanning tunneling microscope (STM) [91,92] provides atomic resolution (down to
0.01 nm) exceeding most techniques except for TEM. The implementation of scanning tunnel-
ing spectroscopy (STS) provides a means for gaining spectroscopic information in the 0–5 eV
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Figure 5. Examples of the nanoscale imaging of phase separation in correlated electron systems with elec-
tron and scanning probe microscopy techniques. (i) Dark-field TEM showing coexistence of insulating and
metallic domains in La5/8−yPryCa3/8MnO3 (adapted by permission from Macmillan Publishers Ltd: Uehara
et al., Nature 399 (1999), pp. 560–563 [81], copyright 1999). (ii) Spectroscopic images of the tunneling con-
ductance in La1−xCaxMnO3, measured using an STM (from Fäth et al., Science 285 (1999), pp. 1540–1542
[98]. Reprinted with permission from AAAS). Panels (ii)-a and (ii)-b show mappings of local metal–insulator
inhomogeneities for external magnetic fields of 0 and 9 T, respectively. Light areas in these panels represent
insulating material while dark regions are indicative of metallic regions. (iii) STS images for locating impurity
defects and correlating their presence with electronic inhomogeneities in high-TC Bi2Sr2CaCu2O8+δ . Panel
(iii)-(a) represents an STS mapping of the superconducting energy gap with the superimposed positions of
impurity sites in the substrate. Black regions indicate a wide energy gap (≥70 meV) while the red regions
indicate a small energy gap (≤20 meV). Panel (iii)-(b) displays an atomically resolved topography image
of the BiO surface of Bi2Sr2CaCu2O8+δ . The inset displays the STS differential conductance signature of
impurity states (from McElroy et al., Science 309 (2005), pp. 1048–1052 [96]. Reprinted with permission
from AAAS).

spectral range [93]. Different STS techniques have been implemented with great success in char-
acterizing the electronic inhomogeneities in high-TC superconductor materials [94–97]. Examples
of the use of STM and STS to investigate phase inhomogeneity in correlated materials are shown in
Figure 5, for manganite La1−xCaxMnO3 [98], and high-TC superconductor Bi2Sr2CaCu2O8+δ [96].
Despite their high resolution and sensitivity to low-energy electronic states, the scanning tunnel-
ing feedback relies on the tunneling current between tip and sample, necessitating a conductive
sample surface. Moreover, the tunneling current is dominated by near-surface electronic states.
As a result, these measurements are only sensitive to bulk electronic states where the states are
not perturbed by the broken translational invariance in the surface normal direction or convoluted
by additional surface states.

Following the development of STM, AFM emerged as a powerful means to characterize non-
conductive samples with high spatial resolution [99,100]. One of the primary advantages of AFM
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is that it can readily be combined with external electric or magnetic fields and serve as a general
platform for electric and magnetic force measurements with high spatial resolution. These derived
techniques include electrostatic force microscopy (EFM), magnetic force microscopy (MFM),
or piezoresponse force microscopy (PFM). These techniques allow for the characterization of
conductive, FE [101,102], and magnetic [103–105] sample properties with nanometer spatial res-
olution, although not simultaneously. As they rely on static fields they have low time resolution,
may perturb domain boundaries, and are insensitive to a-FM order (which is prevailing in many
correlated materials, including CMR and multiferroics).

Despite the wide breadth of microscopic characterization techniques, there is a lack of a tech-
nique which can image multiple order parameters simultaneously, operate under strong magnetic
and electric fields over a wide range of temperatures, access many different orders of length scales,
and probe ultrafast time scales. These capabilities are the primary advantages of optical microscopy
techniques, in which light of controllable temporal duration and energy directly interacts with the
electronic structure of a material. In the following sections, we will discuss the resolution limi-
tations on conventional far-field microscopy and how such limitations may be overcome through
near-field measurement techniques.

3. Light–matter interaction and spectroscopy
Many of the microscopy techniques discussed in the previous section have been applied with
great success for the real-space investigation of a wide range of atomic to mesoscopic phenomena
associated with phase behavior in strongly correlated electron materials. However, they only pro-
vide limited access to the intrinsic energy scales of the elementary excitations and their coupling.
The relevant energy scales of the charge, spin, and lattice excitations and collective modes are in
the meV to eV energy range, corresponding to the IR to UV spectral ranges of electromagnetic
radiation. Optical spectroscopy can therefore yield direct information on electronic and lattice
structure, their excitations, and intrinsic dynamics [106–108]. From measurements of the optical
response one can, in principle, gain highly specific insight into the underlying mechanisms of
a wide range of material properties. The spectral characteristics of the optical response reflect
electronic and vibrational excitations, their coupling, quasi-particle excitations, and other collec-
tive processes (polaritons, polarons). The wavevector and polarization sensitivity reflects crystal,
spin, and electronic structure symmetry. With the extension to nonlinear spectroscopy [109–113],
insight into the coupling of many of the above listed material excitations and parameters is possi-
ble in a unique way. With optical cycles as short as femto- and even attoseconds [114], dynamic
information about the elementary electronic and nuclear motion of the elementary processes in
the material can be obtained [115–117]. Optical phase information provides a means to control
and enhance the specificity of many of these optical techniques.

A wide range of coherent and incoherent light sources now cover a broad photon energy
range, from the THz [118,119] into the extreme ultraviolet (XUV) and X-ray regime [120,121].
Short and intense light pulses, including pulse shaping techniques for the generation of nearly
arbitrary optical waveforms, are also available [122]. These are augmented by a variety of highly
sensitive optical detection techniques. A suitable combination of frequency, pulse duration, and
pulse energy allows for the excitation of non-equilibrium states of correlated matter not accessible
by any other means. Lastly, optical spectroscopy is applicable under a wide range of internal and
external stimuli including arbitrary temperature, atmospheric conditions, sample strain, and the
application of strong electric and magnetic fields.

In the following section, we will first discuss the basic principles of the light–matter interaction,
specific optical processes and their selection rules, and the spectroscopic signatures of different
material properties.
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3.1. Optical resonances and polarization
For most practical purposes the semi-classical description of light–matter interaction provides a
sufficiently good approximation for the optical spectroscopy of condensed matter. In this model,
light is treated as a wave by classical electromagnetic theory. The propagation of light through a
medium and the macroscopic material response to applied optical fields are described by Maxwell’s
equations [123]. A quantum description is used for the medium itself, with interaction events
corresponding to the quantized absorption and emission of a photon. Within this model, the optical
characterization of the medium proceeds from the determination of macroscopic optical properties
such as the dielectric permittivity and optical conductivity of the system to the interpretation in
terms of its microscopic quantum mechanical electronic, lattice, or spin structure.

In order to understand the optical response of a material, it is first necessary to formulate a
model for the response of the macroscopic system to an applied optical field.

3.1.1. The macroscopic optical polarization

The response of a material to an incident electric field E can be described in terms of the polarization
(the induced dipole moment per unit volume) P, as

P = ε0
←→χ E. (1)

←→χ is the linear electric susceptibility, an intrinsic or extrinsic property describing the response of
the material to light. Relating←→χ to microscopic processes such as electron or lattice dynamics
requires their quantum mechanical description.

For optical fields comparable to the intra- or interatomic field strength, the linear relationship
between external field and polarization begins to fail, leading to nonlinear contributions to the
induced optical polarization, which can be described by performing a power-series expansion of
P with respect to the electric field [109,110]:

P = Pl + Pnl

= ε0
←→χ (1)E︸ ︷︷ ︸
linear

+ ε0
←→χ (2)E2 + ε0

←→χ (3)E3 . . .︸ ︷︷ ︸
nonlinear

(2)

Here,←→χ (n) represent the nth order nonlinear response expressed in terms of tensors of rank n + 1.
For the linear optical response of a solid-state medium, the displacement field (in the frequency

domain) is written as

D[ω] = ε0E[ω] + P[ω]
= ε0
←→ε [ω]E[ω] (3)

with←→ε [ω] the optical permittivity (or dielectric function) of the material. In combination with
Equation (1), this leads to the relationship

←→ε [ω] = 1 +←→χ [ω], (4)

where←→χ and←→ε are complex and dimensionless quantities. For the following, when discussing
anisotropic media the tensor notation of the permittivity will be maintained; for isotropic media,
the permittivity will simply be denoted as a scalar ε.

Often the optical properties of a medium are expressed in terms of the complex index
of refraction, N = n + iκ , which is related to the dielectric permittivity ε and the magnetic
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permeability µ as
N = √εµ. (5)

µ = 1 for non-magnetic materials, and even for magnetic materials is typically very close to 1 at
optical frequencies, so that the relation N ) √ε holds. Then the real and imaginary parts of the
dielectric permittivity are associated with the index of refraction n and absorption index κ of a
medium by

Re[ε] = n2 − κ2,

Im[ε] = 2nκ .
(6)

An alternative approach is to express the material response in terms of an induced current,

j[ω] = ←→σ [ω]E[ω], (7)

where ←→σ [ω] is the optical conductivity, a linear response function analogous to ←→χ [ω] in
Equation (1). It is related to the permittivity by

σ [ω] = −iωε0(ε[ω] − 1). (8)

Measurement of the real and imaginary parts of ε[ω], σ [ω], or N [ω] for a given material
provides information about resonant behavior that derives from the microscopic interactions of
the charge carriers and lattice with light.

3.1.2. The resonant response

For non-conducting media the optical permittivity associated with the induced motion of polar-
izable bound charges and nuclei can be described using a driven and damped harmonic oscillator
with the harmonic potential defined by a force constant Ke. In a time varying electric field, the
charge motion and resulting optical permittivity of the material is given by a Lorentzian as [107]

ε[ω] = ε∞ + nee2

meε0

1
(ω2

0 − ω2 − iγω)
. (9)

where ne represents the valence electron density, ω0 = √Ke/m is the resonance frequency of the
harmonic oscillator with damping parameter γ , ε∞ is the high frequency dielectric constant, and
me and e are the electron mass and elementary charge, respectively.

While the above description rests on a purely classical model, these resonances are the result of
transitions between quantum mechanical energy levels. To account for the fact that electrons are
bound in differing states a sum over all electronic resonances and a fraction factor (or oscillator
strength) accounting for the number of electrons sensitive to the resonance may be introduced into
the permittivity description

ε[ω] = ε∞ + nee2

meε0

∑

j

fj
(ω2

j − ω2 − iγω)
. (10)

The resonance frequency ωj corresponds to a transition between two states with energy difference
+E = !ωj. The oscillator strength fj is then the probability of the transition related to the transition
dipole moment from the ground state |0〉 to the excited state |j〉

fj = 2
3

ωjme

!e2
|〈0|µ|j〉|2 (11)

with transition dipole operator µ = er.
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3.1.3. Drude description for the free carrier response

For delocalized free-carrier absorption the permittivity can be expressed in terms of the Drude
model, where in the absence of a restoring force Equation (9) reduces to

ε[ω] = ε∞ −
ω2

p

ω(ω + iγ0)
, (12)

where

ω2
p = nee2

ε0m∗
. (13)

The linear response of electrons is then governed by their characteristic collision/scattering rate
γ0 = τ−1 and plasma frequency ωp, with m∗ the electron effective mass for the material. The
Drude free electron response can be seen as a special case of a relaxor model with hypothetical
resonance frequency at DC (i.e., a heavily over-damped electron plasma).

3.1.4. Vibrational polarization

In the following, we describe the light–matter interaction phenomena that can occur as a result of
a material’s vibrational mode. For the case of molecules, these can be spatially localized (e.g., a
bond) vibrational modes, or spatially delocalized phonon modes in periodic crystalline materials.
We begin by considering a microscopic polarization that can be induced through the application
of an external time varying electromagnetic field

p[t] = pp +←→α E0[t] (14)

with permanent dipole moment (if present) pp, optical polarizability tensor←→α , and the incident
electric field E0[t] oscillating at angular frequency ω = 2πν.

The vibrational nuclear motion around an equilibrium position is described in terms of a set
of normal coordinates QN with resonance frequencies νN depending on material composition and
symmetry. For small oscillation amplitudes in the harmonic oscillator approximation, the atomic
motion along the normal coordinate directions can be expressed as

QN [t] = QN0 cos[ωN t] (15)

with amplitude QN0.
The lattice vibration may independently induce a change in both the optical polarizability

and the dipole moment. The polarizability may be expanded around the equilibrium normal
coordinate xE

αij[Q] = αij[xE] +
∑

N

(
∂αij

∂QN

)

xE

QN + · · · . (16)

Similarly, the dipole moment may be expressed as

p[Q] = p[xE] +
∑

N

(
∂p

∂QN

)

xE

QN + · · · . (17)
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Combining Equations (15)–(17), the time-dependent dipole moment is given by

p[Q] = p[xE] +
∑

N

(
∂p

∂QN

)

xE

QN0 cos[ωN t]
︸ ︷︷ ︸

IR

+←→α [xE]E0 cos[ωt]︸ ︷︷ ︸
Elastic

+
(

∑

N

(
∂←→α
∂QN

)

xE

QN0 cos[(ω ± ωN )t]
)

E0

2
︸ ︷︷ ︸

Raman

+ · · · . (18)

The different terms in Equation (18) can be interpreted as different optical interactions between
the medium and the light. The first term simply represents the static, permanent dipole moment.
The second term encompasses IR active vibrational modes which are given by the dipole moment
derivative with respect to the normal coordinate. The third and fourth terms in Equation (18)
comprise elastic and inelastic scattering events. Elastic Rayleigh scattering is described by the
third term, while the fourth term represents inelastic Raman scattering.

3.2. Optical selection rules
In this section, we discuss in more detail the properties of the light–matter interaction, in particular,
their tensorial characteristics which provide the rich specificity and symmetry selectivity of the
optical response. We will revisit several of these processes again in later sections where we will
discuss specific implementations of these different spectroscopies in s-SNOM.

3.2.1. Linear optics

As described in Eq. (1), the linear optical polarization depends on a second-rank susceptibility
tensor which we denote←→χ (1), with tensor elements

χ(1) =




χ(1)

xx χ(1)
xy χ(1)

xz

χ(1)
yx χ(1)

yy χ(1)
yz

χ(1)
zx χ(1)

zy χ(1)
zz



 . (19)

While generally χ
(1)
ij = 0 for i -= j, these off-diagonal elements can acquire imaginary values for

optically active (chiral) materials or magnetic materials. Crystals can be categorized based on the
relationships between the diagonal elements. If χ(1)

xx = χ(1)
yy = χ(1)

zz the crystal is isotropic, if χ(1)
xx =

χ(1)
yy -= χ(1)

zz , the crystal is uniaxial, and if χ(1)
xx -= χ(1)

yy -= χ(1)
zz the crystal is biaxial. The anisotropic

susceptibility tensor gives rise to a wavelength- and polarization-dependent material response.
This results in the well-known phenomena of birefringence (off-resonance) and dichroism (near
or on resonance) for uniaxial crystals, which can be probed through changing the orientation of
the polarization and wavevector with respect to the crystallographic axes. This effect is wholly
anisotropic (called trirefringence and trichroism) for biaxial crystals.

Birefringence is typically detectable over a broad wavelength range, but is often a small effect.
A larger contrast can be obtained in the IR, by tuning the frequency to be resonant with a phonon
mode of the material. This provides a means to study variations in crystallographic orientation.

3.2.2. Raman scattering

In addition to the elastic scattering term in Equation (18), the inelastic scattering term gives rise
to the Raman response for the N th normal mode, expressed as the induced dipole moment in the
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form

pN =
(

∂←→α
∂QN

)

xE

QN0 cos[(ω ± ωN )t]E0

2
. (20)

Thus, in addition to the elastic Rayleigh scattering at frequency ω discussed above, sidebands occur
at ω ± ωN with the frequency shift ωN corresponding to the normal mode frequency (Figure 6).
Although this is a wavemixing mechanism between a photon and a lattice vibration, due to the linear
dependence of the inelastically scattered intensity on the excitation intensity it is a linear optical
process. Our discussion focuses on Raman scattering from optical phonon modes [107,124], but
can readily be generalized to any excitation that produces a similar modulation of the polarizability.

The function
←→
RN = (∂←→α /∂QN )xE characterizing the material response is known as the Raman

tensor. The sidebands at−ωN and +ωN are the Stokes and anti-Stokes shifts and correspond to the
creation and annihilation of phonons of that frequency, respectively. Since for most modes near
room temperature !ωN > kBT , the thermal population of excited modes and thus the probability
of an anti-Stokes event is correspondingly small.

The induced polarization for the N th phonon mode is given in terms of the tensor components
RN ,ij




pN ,x

pN ,y

pN ,z



 =




RN ,xx RN ,xy RN ,xz

RN ,yz RN ,yy RN ,yz

RN ,zx RN ,zy RN ,zz



×




Ein,x

Ein,y

Ein,z



 . (21)

Since the symmetries of all expected phonon modes and the corresponding Raman tensors can
be determined from the crystallographic space group of a material, Raman scattering can directly
probe crystal symmetry and orientation. If the crystal symmetry is known, desired phonon modes
can be targeted and studied under specific experimental conditions. Conversely, the observation of
specific Raman modes in a given geometry can be used to determine crystallographic orientation.

Unlike molecules which exhibit spatially localized vibrational modes at discrete energy levels,
phonons arise from the collective lattice vibrations due to the periodic unit cell arrangement. As
a quasiparticle, these modes follow a well-defined dispersion relationship and carry momentum.
Momentum conservation of the phonon–photon interaction has two significant consequences.
First, due to small photon wavevectors only phonon modes with small wavevectors (i.e., near the
center of the Brillouin zone) are probed. Secondly, additional considerations emerge in terms of the
vectorial nature of the phonon propagation. In the case of polar phonon modes (those which are also
infrared active), the macroscopic electric field associated with the phonon oscillation modifies the

Figure 6. Schematics of the Raman scattering process. In contrast to elastic Rayleigh scattering, Stokes and
anti-Stokes Raman scattering involve a frequency shift of the incident light to lower and higher frequencies,
respectively, corresponding to the excitation or emission of, e.g., a vibrational quantum.
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restoring force, resulting in a propagation direction-dependent phonon frequency. Specifically, for
modes whose propagation direction ξ is parallel to the phonon polarization direction (longitudinal
optical, LO) the frequency is found to be higher than that for modes for which ξ is perpendicular to
the polarization direction (transverse optical, TO). As a result, an energy splitting arises between
the TO and LO modes [107].

From momentum conservation of the incident ki and scattered ks light, the phonon propagation
direction q is given as q = ki − ks. Then, if q ‖ ξ the LO mode is excited, while for q ⊥ ξ the
TO mode is selected. Through an appropriate use of the TO–LO splitting as discussed below,
additional crystallographic information can be gained.

3.2.3. Nonlinear optics

The light–matter interactions discussed thus far have all been linearly related to the incident electric
field. However, for intense incident electric fields, the polarization induced in a material will have
a nonlinear dependence on the incident field, as described in Equation (2) [111]. These nonlinear
effects arise due to the induced polarization generating an internal electric field which can modify
the interaction of the applied field with the material itself. This can also be thought of as a change
in the interaction potential experienced by the excited electron, assuming an effective anharmonic
oscillator behavior.

The←→χ (n) in the expansion in Equation (2) are susceptibility tensors describing the physical
material response to the incident electric and magnetic fields, analogous to the linear case. These
tensors increase in rank with the increasing order of the optical process, and by Neumann’s prin-
ciple possess at least the symmetry of the crystallographic point group of the material [110]. They
may also possess additional symmetry, due to changes in selection rules and additional degrees of
freedom associated with the number of photons involved in the excitation. Nonlinear techniques
therefore provide a powerful means for probing symmetry in the form of crystallographic and
magnetic structure and associated phonon, electronic, and spin transitions.

3.2.4. Second-harmonic generation

The lowest-order nonlinear response term in the power-series expansion with respect to the electric
field,

P(2)[2ω] = ε0
←→χ (2)E2[ω] (22)

describes second-harmonic generation (SHG), where two photons of frequency ω combine to
produce one photon of frequency 2ω. In the most general case,←→χ (2) is a third rank polar tensor
with elements χijk , where i, j, and k are the Cartesian coordinates x, y, and z. The notation can be
simplified due to permutation symmetry to




Px[2ω]
Py[2ω]
Pz[2ω]



 = ε0




χxxx χxyy χxzz χxyz χxzx χxyx

χyxx χyyy χyzz χyzy χyzx χyxy

χzxx χzyy χzzz χzyz χzxz χzxy



×





E2
x [ω]

E2
y [ω]

E2
z [ω]

2Ey[ω]Ez[ω]
2Ex[ω]Ez[ω]
2Ex[ω]Ey[ω]





(23)

with Ex, Ey, Ez the electric field components of the incident light, and all the Cartesian coordinates
defined with respect to the crystal axes of the sample.
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By consideration of the crystallographic symmetry of the material, it is possible to determine
the allowed components of the susceptibility tensor for all of the 32 crystal groups. In the 11 crystal
point groups with inversion symmetry←→χ (2) = −←→χ (2) ≡ 0, so that the bulk SHG response is
forbidden in the dipole approximation, where higher-order multipole contributions to the nonlinear
response are neglected [110]. Thus, liquids, gases, and amorphous solids will not produce SHG
in the bulk. However, surfaces and interfaces inherently break inversion symmetry and SHG
can be a sensitive probe of interfacial processes [125], for example, adsorption [126], chemical
reactions [127], and melting [128]. Non-centrosymmetric crystal groups will additionally produce
a bulk SHG response. SHG is therefore ideal for probing FE materials, which are inherently non-
centrosymmetric due to the lattice structural symmetry-breaking associated with the spontaneous
formation of a permanent electric dipole. However, depending on the material and susceptibility
components, the surface and bulk SHG may be comparable in magnitude, and are often difficult
to distinguish [129,130].

The symmetry sensitivity of SHG also provides access to magnetic ordering phenom-
ena. Spin ordering breaks time inversion symmetry, which allows magnetic-field induced SHG
contributions [131–133], denoted MSHG or the nonlinear magneto-optical Kerr effect (N-
MOKE) [134,135]. The spin symmetry is described by an axial tensor, denoted χ(c) (or χ(magn)) in
contrast to the usual time-invariant polar crystallographic tensor χ(i) [136]. This can incorporate
spontaneous or magnetic field-induced magnetization effects. The strength of the MSHG signal
and its parity with respect to magnetization depends on the incident polarization with respect
to the direction of magnetization [137]. Many magnetic materials possess a center of inversion
and therefore bulk SHG is dipole forbidden. However, MSHG allows the investigation of surface
magnetism and also interfacial magnetism in multilayer structures, systems of high technological
interest [138,139]. Importantly, because the magnetic response arises from symmetry considera-
tions rather than a net magnetic moment, SHG is sensitive even to a-FM ordering, which is difficult
to probe in general [140].

The total SH response in a magnetically ordered material is then the sum of crystallographic
and magnetic components:

Pi[2ω] ∝ (χ
(i)
ijk + χ

(c)
ijk )E2

jk[ω]. (24)

Since the symmetries of the χ
(i)
ijk and χ

(c)
ijk contributions are usually different, it is often possible

to distinguish their contributions through polarization anisotropy measurements. They will also
exhibit different spectral behavior [51].

In lossless media χ(i) is real, and χ(c) is imaginary, so there is no interference between the
two contributions [131,141]. However, the tensors are complex for absorbing media, leading to
interference, i.e.

I[2ω] ∝ (|χ(i)|2 + |χ(c)|2 ± 2|χ(i)||χ(c)| cos(φ))E4[ω] (25)

with φ the phase between the spin and crystallographic responses. Reversing the spin direction
leads to a 180◦ phase shift, so that the sign of the interference term is also reversed and the overall
intensity is altered. The same principle applies to the reversal of the direction of spontaneous
polarization in a FE crystal. This allows the distinction of even anti-parallel domain structures
(magnetic, a-FM, and FE), which is not possible with incoherent techniques such as phonon Raman
scattering.

3.2.5. Other nonlinear optical techniques

SHG can be considered the degenerate case of a three wave mixing process. More generally, the
induced polarization can radiate at any frequency which is a linear combination of the frequencies
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Figure 7. Common nonlinear optical interactions and their energy-level diagrams. SHG, sum frequency
generation (SFG), and difference frequency generation (DFG) are second-order processes. Third-harmonic
generation (THG) is the degenerate case of four wave mixing and is a third-order process. Coherent anti-Stokes
Raman scattering (CARS) is the coherent third order analog to Raman spectroscopy.

of the incident waves, so that

P[ω3] = ε0
←→χ (2)E[ω1]E[ω2]. (26)

This allows for sum-frequency generation (SFG) with the energy conservation condition !ω3 =
!ω1 + !ω2 and difference frequency generation (DFG) corresponding to !ω3 = |!ω1 − !ω2|,
including the degenerate case of optical rectification, and similarly for higher-order processes (see
Figure 7). Electro-optical and magneto-optical effects can also be viewed as nonlinear optical
mixing in the limit where one of the field components has zero frequency, i.e. is a DC or slowly
varying field.

SFG has been employed extensively for imaging biological structures and for chemical anal-
ysis [142,143]. Both SFG and DFG allow the choice of input frequencies ω1 and ω2 over a
broad energy range, enabling tuning to an electronic, vibrational, or quasiparticle resonance in a
sample in order to gain additional, e.g. magnetocrystalline and chemical sensitivity [144–146].
In its doubly resonant (DR) implementation SFG allows for the determination of electron–
electron or electron–phonon interaction by exciting multiple coupled vibrational or electronic
resonances [147].

Four wave mixing (FWM) techniques are based on the third-order optical susceptibility χ(3).
Since these are odd-order processes, they are permitted for all materials, including centrosymmetric
point groups. Third-harmonic generation at 3ω provides symmetry and spectroscopic information
about excitations of both odd and even parity [148–150]. Coherent anti-Stokes Raman scattering
(CARS) is a type of resonant FWM [151], with energy conservation ωCARS = ωpump + ωprobe −
ωStokes. As a coherent process, this enables the chemical sensitivity of Raman scattering in combi-
nation with the symmetry sensitivity of nonlinear spectroscopy. Multi-dimensional spectroscopy
further provides a means to probe anharmonic potentials and intra-system coupling [152,153].

4. Optical microscopy: Far-field imaging
Optical microscopy is experimentally appealing, being compellingly simple compared to X-ray
or electron-based microscopies, and readily applicable under ambient and atmospheric condi-
tions. Suitable coherent and incoherent light sources are available over a wide spectral range, and
with short pulse durations can provide simultaneous ultrafast temporal resolution. Thus, far-field
microscopy and micro-spectroscopy have found a range of applications for the investigations of
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(a) (b) (c) (d)

Figure 8. Temporal evolution of the CO phase of Bi0.2Ca0.8MnO3 when cooled below the transition temper-
ature, with contrast due to its birefringence measured by polarized microscopy. Bright regions correspond
to the structurally distorted CO domains, which display high optical anisotropy. The CO domains nucleate
and grow within the cubic parent lattice (dark regions). From V. Podzorov et al., Phys. Rev. B 64 (2001),
p. 140406 [156]. Copyright 2001 by the American Physical Society.

correlated electron materials, despite the spatial resolution being insufficient in most cases to
directly study mesoscopic properties.

Although far-field microscopy is not the focus of this review, in this section, we provide
some representative examples that highlight some of the valuable insights optical imaging can
provide on the microscale. We focus, in particular, on vibrational Raman microscopy and nonlinear
second-harmonic microscopy, which provide unique phonon, crystallographic, and ferroic order
information likely to be relevant to the study of strongly correlated matter on the nanoscale.
After a discussion of the limitations of far-field microscopy in terms of spatial resolution, we will
extend the discussion of these techniques into their corresponding near-field implementations in
the subsequent sections.

4.1. Optical microscopy techniques
4.1.1. Birefringence and dichroism microscopy

Linear optical measurements can probe crystal anisotropy and associated differences in electronic
and lattice structure. By studying optical birefringence in a polarizing microscope configuration, it
is possible to gain information about, e.g., crystal orientation and strain, and it is widely used as a
standard identification technique in biology and mineralogy [154]. Magnetic effects also produce
birefringence [155], as discussed in subsequent sections. In correlated materials, coexisting phases
will typically display different indices of refraction and optical absorption properties, which may
be significant enough to allow imaging of the growth and nucleation of domains [156,157]. An
example of this is shown in Figure 8, where coexisting CO and cubic PM phases in Bi0.2Ca0.8MnO3

appear as bright and dark regions, respectively. The appearance of the CO phase is characteristic
of a martensitic transition, with the cooperative motion of atoms producing a different crystal
structure, rather than a long-range diffusion-type phase transition [158]. The CO phase is highly
distorted due to strain interactions, and therefore has large birefringence and appears bright in
observation with 90◦ crossed polarizer and analyzer.

4.1.2. Raman microscopy

Raman scattering provides chemical fingerprinting and material identification through the mea-
surement of vibrational modes, which has long positioned it as a powerful analytical tool.
The invention of the laser significantly facilitated Raman spectroscopy, which quickly emerged
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as a simple means to measure specific zone center phonon frequencies [159–162] due to the
tensor-based selection rules and accelerated theoretical developments [163,164]. The vibrational
frequencies probed directly reflect lattice structure and material composition, and consequently are
highly sensitive to perturbations in the crystal lattice arising from phase transitions or strain [165–
167]. The capability to study structural phase transitions in complex oxides was established early,
for example in VO2 [168]. Raman spectroscopy also provides direct access to soft modes asso-
ciated with displacive phase transitions [169], allowing for the study of phase transitions in e.g.
quartz [170], BaTiO3 [164,171], and other perovskites [172].

Experimentally, Raman scattering is performed using a monochromatic illumination source,
and the spectral sidebands corresponding to the inelastically scattered light are measured. Spec-
tral rejection of the laser line from the weaker Raman signal can be achieved with a multi-grating
monochromator or dielectric filters. The use of a multi-grating monochromator is necessary to
resolve Raman lines from low-frequency modes such as acoustic phonons (Brillouin scattering),
albeit at the expense of signal intensity. The combination of dielectric filters with a simple sin-
gle grating spectrometer provides higher sensitivity but typically limits the detection to higher
frequency phonons.

Even with effective suppression of the excitation light, the typically small Raman scattering
cross-sections lead to low signal levels that complicate detection and measurement of micrometer-
scale samples or sample features [173]. In order to improve the spatial resolution and signal
collection efficiency, confocal Raman microscopy has emerged as a widespread characterization
tool [174], with high numerical aperture microscope objectives providing spatial resolution down
to the diffraction limit and simultaneously increasing the collection efficiency. Micro-Raman
has found widespread applications in both the study of isolated nanostructures and the spatially
resolved study of bulk crystals and thin films.

In particular, as discussed below, micro-Raman spectroscopy has been essential for many
studies of the carbon allotropes of carbon nanotubes and graphene [175]. It has furthermore been
widely applied for the structural and chemical identification of semiconductor nanostructures [176,
177] and complex oxides exhibiting phase transition behavior [178,179].

Finite size effects on the phase transition behavior and their relation to domain formation [178]
and phonon confinement [180,181] has been another area of interest. Optical crystallography can
be performed, identifying the FE domain structure of BaTiO3 based on the polarization anisotropy
of the Raman response [182]. Applications to correlated electron systems such as superconduc-
tors and multiferroics have also become commonplace via either vibrational interactions [183]
or magnons [184]. However, the study of isolated nano-crystals of sub-diffraction volume size
are prone to very weak signals. Furthermore, in the conventional backscattering geometry, as
necessary to achieve appreciable signal levels, the degrees of freedom in terms of tensor elements
that can be probed are limited, thus restricting the specificity with respect to crystal symmetry.
New implementations with increased spatial resolution, higher sensitivity, and crystallographic
selectivity are thus highly desired.

4.1.3. Second-harmonic generation microscopy

As discussed in Section 3.2.3, nonlinear optical techniques provide access to spectroscopic, crystal-
lographic, and magnetic information not accessible in linear interactions. Furthermore, nonlinear
imaging provides high contrast [185], making it ideal for imaging a wide variety of materials, from
biological samples to correlated electron materials. The nonlinear response can vary by several
orders of magnitude more than the linear response within a sample, particularly close to reso-
nances, and the frequency difference between incident and detected photons allows for efficient
background suppression, providing highly selective and specific contrast.
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(a) (b) (c)

Figure 9. Basic transmission set-up for imaging domain structures with SHG (a). The sample environment
may be cryogenic UHV, or strong magnetic field. Magnetic domains in a magnetic garnet thin film, resolved
using the linear Faraday effect (b) and MSHG in transmission (c). SHG can detect the in-plane component of
the magnetization, allowing much more sensitive determination of the magnetization direction. The image is
50 µm× 50 µm. Figure (b) and (c) after V. Kirilyuk et al.,Appl. Phys. Lett. 70 (1997), pp. 2306––2308 [139].
Copyright 1997 American Institute of Physics.

The experimental implementation of second-harmonic generation (SHG) imaging requires
careful consideration of incident k-vector direction, input and output polarization, and relative
crystal orientation in order to select specific χijk components sensitive to the properties of inter-
est. While the SHG response can provide high contrast, signal levels are typically low due to
the nonlinear nature of the process, and pulsed laser sources are required. Effective spectral
filtering is needed to reject the fundamental light from the SHG radiation. A simple set-up
for SH spectroscopic and polarization measurement in transmission is shown in Figure 9(a).
Here, the input and output polarization are controlled, and detection is performed with a pho-
todiode, PMT or CCD, depending on the spectroscopic or imaging application. Amplitude and
polarization are usually measured, but the phase of the SH response can also be determined
through interference with a known reference beam or between different contributions to the
SH response. This phase-sensitivity allows domain imaging in a wide range of e.g. ferroic
materials. Additionally, with this implementation the sample environment can readily be con-
trolled. This can be an important consideration, operating, for example, in vacuum to avoid
oxidation and allow cooling to cryogenic temperatures, as desired for probing of correlated
phenomena.

SHG is sensitive to FE, FM, and a-FM order and these properties can be independently probed
through their different symmetry susceptibility components. From Equation (25), a reversal in the
spin orientation or spontaneous polarization direction will lead to a 180◦ phase shift. The phase
sensitivity of SHG then produces destructive interference at anti-parallel domain walls [186].
This phase contrast can also be converted to an intensity contrast by interfering with a reference
SH beam, for example, generated from a c-cut quartz crystal [187–189]. FE domain imaging
using these properties has been performed in, e.g., LiNbO3, LiTaO3, and BaTiO3 [190–194]. SHG
has also been used to study the poling, growth, and topology of domains in bulk crystals and
Langmuir–Blodgett films [187,193,195,196].

The same principles apply to magnetic SHG domain imaging, with the phase determining
the obtainable contrast in the MSHG image. The use of MSHG has several advantages over
linear magneto-optical techniques. Typically the crystallographic and magnetic contributions to
the overall SH signal are comparable in magnitude, unlike linear techniques where the magnetic
response is very small. The latter leads to only small polarization anisotropy through the magneto-
optical Faraday or Kerr effects, with birefringence of often less than 1◦. Therefore, in order to map
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magnetic domains with linear optics, very precise polarization control and contrast improvement
through e.g., lock-in detection or background subtraction is necessary.

A comparison of wide-field MSHG and linear magneto-optical imaging in a magnetic garnet
thin film is shown in Figure 9 [139]. This measurement was performed in transmission, with the
same system used and detection of either the fundamental ω light or the SHG 2ω light to construct
the image. For the detected fundamental light, a “labyrinth-type” domain structure can be resolved
through the birefringent Faraday effect. However, this geometry is only sensitive to the component
of magnetization perpendicular to the film surface. The MSHG image reveals additionally the in-
plane component of the magnetization, from the interference between the bulk crystallographic
and magnetization-induced contributions to the SHG signal. From the MSHG image, it is possible
to deduce that each of the linear up and down domains consists of two subdomains with tilted
magnetization directions [197].

As mentioned earlier, the sensitivity of SHG to any form of symmetry breaking, including that of
time-reversal, allows the imaging of domains in even a-FM crystals. This has been demonstrated in
materials such as NiO, CoO, KNiF3, and Cr2O3 [198]. However, several of these materials belong
to centrosymmetric crystallographic point groups, so that the interference required for domain
imaging arises from a different mechanism than that between the crystallographic and magnetic
contributions to SH, described in Equation (25). In the case of NiO, this is the interference with
the bulk magnetic dipole response of the material [145]. For Cr2O3, circularly polarized light was
used to produce interference between real and imaginary components of the susceptibility tensor
and allow domain imaging [199]. This is shown in Figure 10. This allowed resolution of all six
possible a-FM domain configurations associated with the spin flop transition in Cr2O3. The a-FM
vector usually lies along the optical (z)-axis of the crystal, but for external magnetic fields >5.8 T
the spins flop into the basal xy plane, with three possible orientations.

One of the greatest strengths of SHG for probing correlated materials is its sensitivity to several
ferroic orders simultaneously. This allows probing of multiferroic materials in order to investigate
the relationship between, for example, the FE and (a-)FM domains. An example of this is shown in
Figure 11, in the hexagonal manganite YMnO3. FE domain contrast (left), a-FM domain contrast
(center), and coupled FE and a-FM domains (right) in poledYMnO3 are enabled through selection

Figure 10. SHG imaging, with false color labeling, of a-FM domains in Cr2O3 after the spin flop transition
for three different samples. The six possible domain configurations, with ± a-FM vector oriented at 0, 120◦,
and 240◦ with respect to the y-axis, are shown. The sample on the left shows 180◦ domains for spins oriented
along y. The middle sample exhibits all three a-FM orientations, for the + domain. Finally, the sample at right
has all six configurations. Adapted from M. Fiebig et al., Phys. Rev. B 54 (1998), p. 681 [199]. Copyright
1998 by the American Physical Society.
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Figure 11. SHG imaging of FE, a-FM, and coupled domain structure in YMnO3. From comparison of the
a-FM and FE images, it is possible to see that a change in the FE domain orientation coincides with a change
in a-FM domain orientation, a characteristic of the magneto-electric coupling in this intrinsic multiferroic
material. The schematic on the right shows the clamped (red/green line) and free (green line) a-FM domain
walls. Reprinted by permission from Macmillan Publishers Ltd: M. Fiebig et al., Nature 419 (2002) p. 818,
copyright 2002 [68].

of the appropriate tensor components. In this case, according to symmetry considerations, the FE
response should only be visible for fundamental or SHG polarization in the z-direction, and the
a-FM response requires x or y polarized light. However, the magneto-electric coupling of the
response leads to the presence of an a-FM response (established through spectroscopic behavior)
even for z-polarized light, allowing simultaneous resolution of both ferroic responses with k ‖ y
(discussed in more detail in Section 6).

Since FE and (a-)FM domains are usually small compared to the wavelength of light, a poling of
large regions of the material is necessary for the domain visualization, so that information regarding
the intrinsic domain size and orientation is usually lost in far-field measurements. However, SHG
provides the unique capability for non-perturbative, contactless direct imaging of FE and a-FM
domains simultaneously making its extension into the nanoscale very desirable.

4.2. Far-field diffraction limit
A discussion of near-field imaging is incomplete without a summary of the limitations of far-
field microscopy. The achievable spatial resolution in far-field microscopy is limited by both
the aberration and diffraction of the optics in the imaging system and the general loss in k-
vector information in the transition from the evanescent near- to propagating far-field. While
aberration effects may be corrected through improvements in the quality of the imaging optics,
the resolution limit for optical microscopy in its typical implementation is defined by the diffraction
limit [200,201]. This arises as a consequence of the wave-like nature of light as it passes through
the finite sized apertures of the optical imaging elements.

The limit on the spatial resolution of a given imaging system may be derived by considering
the field emitted by a point source and the field collected to form an image at the image plane of
an optical system. The momentum distribution of light emitted by a point source is composed of a
continuum of all spatial frequency (wave-vector) components kx, ky, and kz, with z the propagation
direction [28].

Far-field free space propagating modes are defined by the energy–momentum dispersion rela-
tion ω/k = c. As a consequence, waves with wavevector components greater than the free-space
wavevector k (k2

x + k2
y + k2

z > |k|2) are evanescent (Im[kz]) and attenuate quickly with distance z.
The propagation of light to the image plane thus effectively acts as a low-pass momentum-space
filter removing any contributions from evanescent solutions in the reconstruction of the image of
the point source. Therefore, when the remaining propagating momentum contributions recompose
the image, the image is blurred compared to the original source. If the light is spatially filtered
by another aperture of diameter D at a distance f from the source (e.g., a lens), then the kx and ky
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(a) (b)

Figure 12. Geometric relationship between point source optical emitter and a far-field collection lens with
diameter D, at a distance f from the point source (a). Diffraction and Airy distribution for two point sources
with separation at the Rayleigh limit Rff (b).

components are further limited by the collection aperture of the lens. The ability to distinguish two
point emitters separated by +l in the far-field depends on the bandwidth of the spatial frequency
components +k2 = +k2

x + +k2
y (including positive and negative frequencies) and is limited by

+k+l = 1.
The description for the resolution attainable through an optical microscope was realized early

in the development of the modern microscope, with first formulation by Abbe [200]. Within the
paraxial approximation, sin θ ≈ tan θ = D/2f = ky/kz, with kz ≈ k (Figure 12(a)). This leads to
a minimum distance at which two point sources can be separated and distinguished from one
another

lmin = 1
+ky

= 2λf
πD

= λ

πNA
, (27)

where NA = sin[θ ] ≈ D/2f is the numerical aperture of the system.
The Rayleigh criterion is the most commonly used form of the diffraction limit, and is based on

theAiry disk spatial pattern of diffraction through a circular aperture. Here, lmin is determined by the
distance at which the maximum of the Airy distribution of one point source overlaps the minimum
of the Airy distribution of the second point source [201]. The angular diffraction described by
the Airy function has a minimum located at approximately sin[θmin] = 1.22λ/D = lmin/f , with
lmin the distance from the maximum of the intensity distribution to the first minimum. This then
defines the resolution for a particular imaging system Rff = lmin, as shown in Figure 12(b) .

Even using short-wavelength light with high NA objectives, the spatial resolution is in practice
limited to a few hundred nanometers. This problem is exacerbated in the mid-IR spectral range
where many phonon and low-energy carrier excitations in solid state occur, and where far-field
resolution is limited to several micrometers, even using coherent synchrotron or infrared laser
sources [202–204]. In order to overcome the limited resolution of far-field imaging, it is necessary
to be sensitive to the large wavevector evanescent light contributions, which is the realm of near-
field microscopy discussed in the next section.

5. Optical microscopy: near-field imaging
In this section, we describe the near-field light–matter interaction for the purpose of sub-diffraction
limited spatial resolution imaging. We specifically address the optical response of the tip and
coupled tip-sample system for the two most common s-SNOM implementations, which are dif-
ferentiated by the significance of the tip scattering and near-field coupling effects, as discussed
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in footnote 1. Typically, in linear elastic s-SNOM, scattering dominates, while in tip-enhanced
implementations such as Raman and nonlinear optics the plasmonic field enhancement plays a
significant role. These different s-SNOM implementations lead to different experimental con-
siderations. As a result, we discuss the choice of feedback mechanism, scanning probe tips,
extraction of the near-field signal, and application of various optical spectroscopies in this
context.

5.1. Fundamental principles of near-field microscopy
The concept of an experimental apparatus with optical contrast and spatial resolution below the
diffraction limit is typically dated back to a proposal by E.H. Synge in the late 1920s [205,206].
The idea of Synge was to achieve sub-diffraction limited imaging using the transmission of light
through a small (∼10 nm) metallic aperture to illuminate an object placed in close proximity.
Unfortunately, due to the technological limitations at that time, Synge was unable to implement
his proposal. The experimental challenges were fourfold: (1) a sufficiently intense light source
is needed, (2) the sample needs to be positioned with nanometer scale precision, (3) the sample
surface must be sufficiently flat, and (4) an opaque plate or film with a small aperture needs to be
fabricated.

With the evolution of more advanced scientific instrumentation and fabrication techniques,
all of these obstacles were eventually overcome. Lasers provided the desired intense illumination
source. Sub-nanometer spatial control could be achieved through the use of piezo-electric scanner-
positioners, which enabled the development of different scanning probe microscopy techniques
as a platform for the near-field microscope. Finally, advances in sample preparation and micro-
fabrication techniques eventually allowed for the development of suitable near-field probes, which
replaced Synge’s need for a small aperture plate.

Following first demonstrations in the microwave regime [207], the experimental realization of
Synge’s proposal for sub-diffraction limit spatial resolution in the optical regime was achieved in
1983 by Pohl et al. [2]. The technique, initially dubbed “optical stethoscopy”, utilized a metal-
coated quartz crystal with a sharpened (∼30 nm) tip apex as near-field probe. By pressing the
quartz crystal against a surface, the metal coating at the sharp crystal tip deformed to create a
small aperture. Scanning the aperture across a grating test structure, a spatial resolution of 25 nm
could be determined [2].

Parallel developments led to the STM [91] and subsequently to the AFM [99,100]. These
techniques allow for the precise control of the tip height above a sample surface via either tunneling
current or atomic force feedback with precision down to the atomic scale. This major advance
in nanoscale characterization was soon combined with and adapted for sub-diffraction optical
imaging to yield the first spatial characterization of evanescent fields at optical frequencies [208].

Following the arrival of scanning probe microscopy, small aperture probes were developed
by applying a metal coating to tapered optical fiber tips [3,7,8]. These fiber-based small aperture
probes, held close to a surface of interest by scanning probe feedback, enabled the technique then
widely known as NSOM or SNOM (Figure 13(b)). Here, the small aperture in the metal coating of
the fiber tip acts as the practical realization of the aperture in an opaque slide proposed by Synge,
with the additional advantage that it allows for facile optical excitation via the optical fiber.

Different NSOM/SNOM measurement techniques and spectroscopic implementations have
been applied towards the characterization of a wide variety of material systems. However, the
approach has a limited spectral range as the optical fiber generally restricts wavelengths to the vis-
ible to near-infrared regimes. Furthermore, the small amount of light transmitted through the probe
aperture further limits resolution and sensitivity attainable via NSOM. As described by Bethe in
1944, the total power of light transmission Ptrans through a small aperture of radius a in a metallic
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(a) (b) (c)

Figure 13. The experimental schematic for Synge’s original 1928 proposal for sub-diffraction imaging
based on a sub-wavelength size aperture (a). Schematics of the general experimental implementations
for aperture-based NSOM based on a tapered optical fiber (b), and scattering-based s-SNOM near-field
microscopy (c).

film is given by [209]

Ptrans(λ, a, Einc) = 64
27π

(
2πa
λ

)4

a2

︸ ︷︷ ︸
σeff

· c
2
ε0E2

inc
︸ ︷︷ ︸

incident irradiance

, (28)

where c/2 · ε0E2
inc represents the incident irradiance on the aperture and the term σeff is the effective

transmission cross-section of the aperture.
The rapid and nonlinear decrease in aperture transmission with its decreasing diameter means

that an increase in spatial resolution of NSOM comes at the expense of a severe signal decrease.
In most practical cases, this limits the spatial resolution of NSOM to )50–100 nm. Furthermore,
with the transmitted power scaling as ∝ (1/λ)4 the extension into the infrared spectral range
proved difficult, even with appropriate infrared transparent fiber materials. Despite a wide range of
efforts to improve fiber and aperture designs, signal limitations, and other fundamental challenges
including fiber dispersion and imaging artifacts,2 NSOM in general has not lived up to initial
expectations. While it has found a range of applications for routine sample characterization,
intrinsic limitations of NSOM have triggered the search for alternative approaches for near-field
microscopy.

One general limitation in achieving ultrahigh optical spatial resolution that needs to be over-
come is the following: With increasing spatial resolution δ, the sample volume probed will decrease
(∝ δ2 to δ3 depending on dimensionality of the sample in terms of surface versus bulk signal),
leading to a decrease in the optical signal for a given illumination intensity. A mechanism is
thus desired by which the sensitivity would, ideally intrinsically, increase with increasing spatial
resolution. The apertureless or scattering-type near-field microscopy approach discussed in the
following section meets that requirement.

5.1.1. Scattering-scanning near-field optical microscopy

The concept of scattering or apertureless near-field optical microscopy was developed throughout
the 1990s using both STMs [9,10] and AFMs [10–12]. Initial demonstrations, showing that a
sharp scanning probe tip as a near-field scatterer can provide high optical spatial resolution, laid
the groundwork for the technique of s-SNOM. Spatial resolution beyond the diffraction limit is
provided by the enhancement and spatial field localization of the incident far-field radiation at
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Figure 14. In s-SNOM, continuous wave and pulsed optical excitations drive a near-field coupled tip–sample
polarization via the field localization and enhancement provided by the tip apex (via antenna or plas-
monic resonances, analogous to the DC lightning rod effect). Different tip-scattered and radiated signals
are shown, including elastic, inelastic, e.g. Raman, ultrafast, and nonlinear processes, that provide spectro-
scopic near-field imaging contrast after suitable far-field and background subtraction, with spatial resolution
to first order determined by the tip apex radius.

the tip apex and scales with apex radius to first order. Conceptually, the high optical resolution
is enabled by the large wavevector components of the near-field of the apex, which are projected
via scattering into detectable far-field radiation. This gives spectroscopic access to the optical
properties of the sample surface on nanometer length scales.

A wide range of different optical and spectroscopic techniques can readily be implemented,
providing elastic, inelastic, and nonlinear optical imaging contrast, each with its own unique
capabilities and advantages. Figure 14 illustrates the localized field enhancement surrounding
the AFM/STM tip, generated by the incident light field, giving rise to scattered light from the
nanoscale tip-sample coupled interaction volume in the form of, for example, elastic scattering,
inelastic Raman scattering, the ultrafast free induction decay of surface vibrational or electronic
oscillators, and nonlinear wavemixing.

s-SNOM implementations are generally differentiated based on the degree of field enhance-
ment achieved at the tip apex. For the case of weak field enhancement using non-resonant dielectric
or metal-coated tips, the tip primarily serves to scatter the induced near-field of the coupled tip-
sample polarization. This is the case in elastic s-SNOM. This yields only a weak near-field signal
compared to the far-field background, which arises from scattering from sample inhomogeneities
and tip shaft illumination by the diffraction-limited focus. In tip-enhanced spectroscopy, the non-
linear dependence of the signal on the local field strength, for example, in Raman scattering or
nonlinear optics, leads to a relatively weaker background signal.

An understanding of the optical properties of the tip and the nature of the optical interaction
with the sample is therefore critical not only in the design of a specific s-SNOM experiment, but
also for the interpretation of the optical signals. The following sections will thus describe models
for the local field enhancement and coupling between the tip and sample. In Section 5.1.2, we
discuss the simplest model approximating the tip as a polarizable sphere, which provides a good
initial qualitative understanding of the imaging mechanism in elastic s-SNOM. Sections 5.1.3
and 5.1.4 are concerned with the large field enhancement generated by noble metal tips exhibiting
plasmonic and antenna resonances. The effect of local field enhancement on inelastic and nonlinear
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spectroscopic signal levels in tip-enhanced spectroscopy will be discussed using a prolate ellipsoid
as a model system.

5.1.2. The coupled dipole model

For s-SNOM measurements using elastic light scattering as an optical contrast mechanism, the
desirable measurable quantities are the amplitude and phase of the near-field signal. One of the
simplest descriptions of the scattering process is to approximate the tip apex as a polarizable sphere
above a planar substrate [25,211], as shown schematically in Figure 15(a). This model qualitatively
captures the tip–substrate coupling and yields a simple analytic formula for the resulting effective
polarizability to describe the imaging contrast. We consider the sphere, composed of the same
material as the tip and with frequency-dependent dielectric permittivity εtip[ω], separated from
the surface by a distance d. In the presence of the incident optical electric field Einc, the resulting
induced optical polarization psph =←→α sphε0Einc can be expressed in terms of the Clausius–Mosotti
relation for the polarizability←→α sph of a dielectric sphere in air, given by

αsph,ij = 4πr3
(

εtip − 1
εtip + 2

)
δij. (29)

The matrix representation is used to account for the polarization dependence. While the polariz-
ability of an isolated sphere is isotropic, the substrate surface differentiates the coupling of in-plane
(s-polarized) and out-of-plane (p-polarized) polarizations.

We first consider the case for p-polarized light corresponding to an electric field of Einc = Eincẑ.
The fields associated with the resulting surface charge distribution are equivalently described by
a hypothetical image dipole of relative strength β = (εsurf − 1)/(εsurf + 1), located a distance
of −d beneath the substrate surface. As a result of this sphere–substrate coupling, the effective
polarization arises from the incident electric field and the image field [212] and can then be
expressed as

peff,z = αsph,z

(
1 + αeff,zβ

2π(2d)3

)
ε0Einc,z = αeff,zε0Einc,z. (30)

(a) (b)

Figure 15. Model of effective polarizability of coupled tip–sample system approximating the tip as a sphere
with radius r and tip–sample separation d and subject to an external field Eincẑ (a). Different coupling to Au
and Si substrates with sphere–sample separation as illustrated here underlies the material-dependent contrast
achievable in elastic s-SNOM (b).
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The relation forαeff,z given in Equation (30) can be solved to yield an expression for the out-of-plane
effective polarizability for the tip–sphere:

αeff,z = αsph,z

(
1− αsph,zβ

16πd3

)−1

. (31)

The associated optical field enhancement in the gap between the sphere and the substrate
surface at a height z (for z < d) can correspondingly be expressed as a sum of the field contributions
originating from the incident external field, the dipole moment of the tip, and its image dipole:

Etot,z[z] = Einc,z + Esph,z + Eimsph,z

=
(

1 + αeff,z

16π(d − z)3
+ αeff,zβ

16π(d + z)3

)
Einc,z. (32)

In contrast to p-polarized incident field, for s-polarized Einc = Eincx̂, the image dipole of the
tip aligns antiparallel to the tip dipole. Here, the relation for the effective polarizability of the
tip–sphere in the in-plane direction is given by

peff,x = αeff,xε0Einc,x = αsph,x

(
1 + αeff,xβ

4π(2d)3

)
ε0Einc,x. (33)

This yields an effective polarizability in the in-plane direction of

αeff,x = αsph,x

(
1− αsph,xβ

32πd3

)−1

. (34)

The corresponding field in the tip-sample gap region at a height z can be expressed as

Etot,x[z] = Einc, x − Esph, x + Eimsph, x

=
(

1− αeff, x

32π(d − z)3
+ αeff, xβ

32π(d + z)3

)
Einc, x. (35)

Note that for an s-polarized incident electric field, the polarizability and field in the tip-sample
gap are also increased, but to a much smaller extent than in the case of a p-polarized incident field.

As an example, Figure 15 shows the normalized polarizability of a tip approaching Si and
Au substrates for excitation at λ = 10 µm, with similar behavior at any off-resonant wavelength.
While an increase in polarizability is observed for both systems at a distance comparable to the
apex radius, a larger increase is seen for the case of Au. The difference in coupling with sensitivity
to the dielectric function of the sample constitutes the general contrast mechanism in s-SNOM.

5.1.3. Field enhancement and local field factor

In most s-SNOM spectroscopy measurements the detected signal exhibits a nonlinear dependence
on the local field, with both incident field and induced polarization experiencing a field enhance-
ment at the tip. The field in the immediate vicinity of a structure or surface will experience a
local variation Eloc[ω] arising from a modification of the incident field Einc[ω] through the Fresnel
factor, by local geometric features, or in general from the intrinsic and extrinsic optical properties
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and resonances of the material. The field enhancement factor F[ω] can be defined as

F(ω) = Eloc[ω]
Einc[ω] . (36)

For an nth order optical process (nonlinear if n > 1) with corresponding polarizability tensor←→α (n), the induced optical polarization at frequency ωout can be written as

p[ωout] = ←→α (n)F[ω1]Einc[ω1] · · · · · F[ωn]Einc[ωn]. (37)

The field radiated by the induced polarization will experience an additional enhancement [213,214]
by a factor of F[ωout], leading to an effective radiating polarization of

peff [ωout] = p[ωout]F[ωout]. (38)

For the detected intensity Iout ∝ p2
eff we find

Iout ∝ (F[ωout]
∏

n

F[ωn])2. (39)

Therefore, for a linear optical process where n = 1

Iout ∝ (F[ωout]F[ωin])2. (40)

Note that the field enhancement factors are in general frequency dependent. F[ωin] and F[ωout]
can only be approximated as equal if the frequency difference between incident and detected light
is small compared to their spectral variations. In this case, for a linear optical process, this gives
rise to an approximately fourth-power dependence of the s-SNOM signal with field enhancement.
That nonlinear scaling in field enhancement is a key contributor to the high sensitivity of s-SNOM
in its different implementations and is responsible for signal contrast even at very high spatial
resolution, as opposed to aperture-based NSOM. The dependence on input laser power, however,
is unchanged and scales linearly or nonlinearly depending on spectroscopic application, as in the
far-field case.

5.1.4. Plasmonic field enhancement

The tip–sample coupling model discussed above need to be expanded further to account for specific
material and geometry-dependent antenna or plasmon resonances of the tip [215]. Plasmonic
resonant structures and materials are characterized by wavelength-dependent features with large
amplitude and with a strong shape dependence, unlike the relatively weak wavelength dependence
of the optical properties of, for example, Pt or Si s-SNOM tips. From Equation (29), it can be
seen that for a sphere in air/vacuum, if Re(εtip[ω]) = −2, the polarizability exhibits a resonant
enhancement. For the case of noble metals, where this condition is met in the visible spectral
range, this corresponds to the localized surface plasmon resonance (LSPR) for spherical particles.
The LSPR can be viewed as a result of a restoring force in the collective free electron motion,
arising from the geometric constraints of finite size particles [216]. In general, for nanoparticles
or quasi-infinite tips, however, the spectral LSPR position depends on their shape and size [217].

Owing to this complex shape- and size-dependent behavior, the LSPR and associated local field
enhancement are typically calculated numerically [218–221]. However, the truncation of the semi-
infinite tip shape for finite element methods can introduce numerical artifacts and calculations
are time-consuming. Therefore, in order to develop an understanding of the plasmon resonant
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(a) (b)

Figure 16. Polarizability of a gold prolate ellipsoid with varying aspect ratio a/b showing the characteris-
tic plasmon-resonant behavior and a red-shift with increasing aspect ratio (a). Values are normalized to a
non-resonant spherical particle. In contrast, a prolate W ellipsoid exhibits no plasmon resonance, and about
an order of magnitude weaker field enhancement and a flat spectral response (b). Adapted from C.C. Neacsu
et al., Appl. Phys. B 80 (2005), pp. 295–300 [215]. With kind permission from Springer Science and Business
Media.

behavior of noble metal structures, simple analytical models that readily reveal the underlying
relevant structural and material parameters can be used, albeit at the expense of quantitative
accuracy [222].

In order to examine the general features of plasmon resonances and their dependence on
geometric and material parameters, we approximate the tip as a prolate ellipsoid [215] with
dielectric function εtip embedded in a dielectric medium εd. The polarizability of the ellipsoid
along the major axis a ‖ z and with minor axis b is given by [216]

αell,z = 4πab2

3

(
εtip − εd

εd + Ai(εtip − εd)

)
. (41)

The depolarization factor Ai is a function of a and b and approaches 1
3 for a = b [216], reducing

Equation (41) to the Clausius–Mosotti relation for a sphere (Equation (29)). The polarizability is
directly related to the local field enhancement via the particle volume F[ω] ) α[ω]/V .

Figure 16(a) shows the relative polarizability of a prolate Au ellipsoid in air as a function
of aspect ratio, calculated using experimental dielectric values [223]. The polarizability exhibits
the expected resonant behavior and associated field enhancement in the visible spectral range, a
property which can be exploited for increasing sensitivity in surface-enhanced Raman scattering
(SERS) and tip-enhanced Raman scattering (TERS). With increasing aspect ratio a continuous
redshift of the resonance peak is observed as well as an associated narrowing of the spectral peak
position due to decreased material ohmic damping as the resonance is tuned away from the Au
interband transition. For comparison, the relative polarizability for W is shown in Figure 16(b)
with a flat and featureless spectral response expected for non-plasmon resonant behavior.

Owing to the frequency-dependence of F[ω], appropriate illumination wavelengths must be
selected for maximum field enhancement. For the case of Au tips, typical resonances are found to
be in the red to near-IR spectral range [215]. Ag tips generally exhibit a blue-shifted resonance. Ag
can provide larger values of the polarizability and thus field enhancement compared to Au, due to
reduced Drude damping [223]. However, due to the deterioration of Ag under ambient conditions,
Au is more commonly used.

Since tip plasmon resonances have Q-factors on the order of 10, for SHG or large Raman shifts
F[ωin] -= [ωout] in general. However, in particular, for the case of Raman scattering with frequency
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shifts less than the plasmon linewidths, F[ωin] = F[ωout] often provides a good approximation.
This relates to the common assumption in SERS and TERS of IRaman ∝ |F|4 [224].

For the case of a tip, as for an ellipsoidal structure, the field enhancement not only shows a
strong frequency dependence but also a polarization anisotropy due to the structural asymme-
try [218]. This arises from an increased polarizability along the tip axis (p-polarized) compared
to the perpendicular (s-polarized) case. Measured p-polarized TERS enhancement values of up
to |F|4 ∼ 104–105 are typical for free-standing tips (see, e.g., [225] and references therein). This
is in good agreement with theoretical predictions of F ) 10–50 [218,219,221,222,226,227] for
typical apex radii of 10–20 nm.

In addition to the enhancement due to the tip itself, further field enhancement results from the
evanescent coupling of the tip to a metallic substrate [222]. This can provide an additional up to
tenfold field enhancement, yielding F values of up to ∼100. This effect is critical in for single
molecule sensitivity of TERS and enhanced signal levels in s-SNOM in general.

5.2. Experimental considerations and implementations of s-SNOM
There are many experimental considerations that enter into the design of an s-SNOM experiment,
guided by a combination of resonant and non-resonant field enhancement and tip-scattering, and
sample dielectric and resonant properties. A wide variety of commercial tips for scanning probe
applications which are suitable for s-SNOM applications are available. Focused ion-beam milling
(FIB), lithography, or electrochemical etching can be applied for more specific tip fabrication and
modification. The type of sample, desirable optical process, and choice of tip dictate the most suit-
able tip–sample distance control feedback mechanism, with contact or dynamic cantilever or tuning
fork-based AFM techniques possible, including contact, non-contact, or shear force feedback.

This section also covers the general experimental implementations of both elastic s-SNOM and
tip-enhanced spectroscopy. In particular, near-field demodulation and amplification techniques in
elastic s-SNOM are addressed. Similarly, the tensor-based selection rules as they apply to TERS
and SHG for the study of crystalline materials are described.

5.2.1. Scanning probe tips for s-SNOM

As discussed above, the choice of tip for near-field scattering and field-enhancement is guided by
intrinsic (e.g., optical dielectric material response) and extrinsic (e.g., geometry, or plasmon and
antenna resonances) optical properties of the tip. For elastic s-SNOM, where the tip oscillation
in tapping or dynamic non-contact AFM modes is necessary for background demodulation as
discussed in Section 5.2.4, conventional Si and Si3N4 cantilever AFM tips can often be used.
Since the cantilever itself can frequently obscure the free line of sight, it is important that the
tip apex is visible to the illumination and detection optics. As an example, two commonly used
commercially available cantilever tips with good apex visibility are shown in Figure 17: Bruker
OTESPA (a) and Nanosensors ATEC-NC (b). To obtain increased signal levels Pt- or Au-coated
tips provide larger (non-plasmon resonant) optical polarizability, but often have increased apex
radius compared to uncoated variants. It is also possible to use carbon nanotube functionalized
tips [228,229].

The use of plasmon resonant tips in s-SNOM provides additional local field enhancement. This
approach is particularly suitable for the combination of s-SNOM with intrinsically weak, yet spec-
troscopically highly selective optical processes such as Raman or nonlinear optical spectroscopy.
In the following, we provide a summary of the key considerations for the fabrication and use of
plasmonic tips.
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(a) (d)

(e)
(b)

(c)

Figure 17. SEM images of various tips for s-SNOM applications. Commercially available tips, e.g. Bruker
OTESPA (a) and Nanosensors ATEC-NC (b). Electrochemically etched polycrystalline Au tip produced via
a DC etch process using HCl / Ethanol [230] (c), inset: high-resolution image of the tip apex. Photonic
crystal for light concentration to a central CVD-grown tip from Ref. [231] (d). Modified commercial tip with
modification for improved s-polarization sensitivity (e). Figure (e) adapted from R. Olmon et al. Phys. Rev.
Lett. 105 (2010), p. 167403 [232]. Copyright 2010 by the American Physical Society.

As the spectral characteristics and amplitude of the LSPR depend sensitively on the material
and shape of the tip, reproducible fabrication of noble metal scanning probe tips with nanometer
structural precision is required. From the discussion on elliptical particles in Section 5.1.4, a larger
degree of elongation (i.e., sharper tips) produces a larger local field enhancement. Various methods
for the fabrication of plasmonic Au and Ag tips have been explored and developed, including
thermal vapor deposition of metals onto commercially available tips [233–235], electrochemical
etching [236–238], focused ion-beam (FIB) milling [27], and template stripping [239]. Thermal
evaporation of noble metals onto commercial tips is a common technique due to the relative ease
of tip fabrication, but despite recent technical improvements in the process, achieving consistent
field-enhancement has remained challenging [235,240,241].

Several tip fabrication procedures developed for STM tips [242], based on electrochemical
etching involving the anodic dissolution of a metal wire immersed in an electrolytic solution, can
be adapted for the fabrication of s-SNOM tips. Through the choice of metal, electrolyte, solvent,
and voltage (DC versus AC), high reproducibility can be achieved. For Au, hydrochloric acid is
commonly used as the electrolyte, where the AuCl−4 complex facilitates the transport of Au ions
away from the wire while the formation of H2 provides the necessary reducing environment to
avoid metal oxidation. Although not strictly necessary [238], the etching solution is frequently
diluted with ethanol to reduce surface tension [230,236]. Using a DC voltage and a solution of
ethanol and concentrated HCl in a 1:1 ratio, tips can be fabricated with apex radii down to 10 nm.
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An AC voltage without ethanol can also yield TERS-active tips with smooth surfaces. Reduced
surface roughness can be achieved by annealing the Au wire prior to etching [238]. Shown in
Figure 17(c) is an SEM image of an electrochemically etched Au tip with a smooth surface and
a small tip apex radius. Suitable etching techniques for Ag are still underdeveloped. The main
procedures are based on HClO4 and NH4OH as electrolytes [237,243].

Template stripping appears as a particularly effective means to obtain smooth tips with nanome-
ter spatial control [239,244]. Tips can also be fabricated by attaching plasmonic nanoparticles to
dielectric tips [245,246]

Tip designs for special s-SNOM applications have been fabricated via lithographic and ion-
beam processes. FIB milling in particular allows high structural control [15]. Various tip designs
have been explored to improve field enhancement for plasmon-enhanced spectroscopies [247,248].
Novel tip designs have even been explored to improve background suppression using a nanofo-
cusing mechanism based on plasmonic mode compression in a photonic crystal and subsequent
nanofocusing into a tip, as shown in Figure 17(d) [231]. It is also possible to fabricate tips
for elastic s-SNOM via electron beam-assisted chemical vapor deposition in combination with
focused ion beam milling (FIB) to improve in-plane (s-polarized) polarization sensitivity [232]
(Figure 17(e)).

5.2.2. Tip-sample distance control

For cantilever-based tips it is possible to use conventional AFM feedback mechanisms. Contact
mode in particular minimizes the tip-sample separation leading to maximum field enhancement
at the surface [241], but can lead to rapid tip deterioration and sample perturbations [249–251].
Improved tip performance and durability can be achieved through the use of protective coat-
ings [240]. Tapping and dynamic non-contact AFM modes minimize tip deterioration, and allow
demodulation of the weak near-field signal in elastic s-SNOM, but also diminish the enhancement
duty cycle [235,252].

For tip-enhanced spectroscopy, the primary consideration is to maximize the time-averaged
local field enhancement, calling for a scanning probe feedback mechanism that maintains the tip
in close proximity to the sample (large duty cycle). Furthermore, electrochemically etched tips
cannot readily be mounted onto AFM cantilevers. Such etched tips are suitable for STM with
no additional processing [18,237,253,254], and STM offers the advantages of sub-nanometer
tip-sample separation leading to high field enhancement. The requirement for conductive sam-
ples, however, renders STM unsuitable for insulating and semiconducting crystalline materials,
although a conductive surface layer may be used [255].

An alternative to STM for electrochemically etched tips is shear-force AFM (sf-AFM), which
maintains a constant tip–sample separation at a distance of a few nanometers. Developed specif-
ically for near-field imaging [256] the sf-AFM feedback mechanism is based on the viscous
damping experienced by a tip located within a few nm and oscillating parallel with respect to a
sample surface [257]. Metal wire or fiber tips are generally mounted onto a high-Q quartz tuning
fork, with the oscillation amplitude detected via electrodes deposited onto the tines of the fork.
Tip oscillation parallel to the sample surface and small amplitudes on the order of 1 nm [257]
allow the tip to be held at a constant and close tip–sample separation, while avoiding physical
contact.

5.2.3. Focusing optics

Additional considerations arise in terms of the illumination and detection optics used, where it is
desirable to maximize the NA to achieve minimal illumination focus size in order to reduce the
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Figure 18. General schematic of linear optical s-SNOM measurements. Illustrated is the combination of
dynamic force feedback of the AFM, correlated with the detection of the optical signal with different
harmonics of the tip-dither frequency (νd , 2νd , . . . , nνd).

background and to maximize signal collection efficiency [173]. While high NA can be achieved
with oil immersion objectives in combination with beam-shaping techniques in axial illumina-
tion [258,259], the through-sample illumination and detection is unusable in the study of opaque
samples. For opaque or thick samples, side illumination is typically employed, with NA ∼ 0.5
the practical limit achievable with conventional optics. In order to achieve a higher NA, parabolic
mirrors [260,261] or top illumination [254] can be used.

5.2.4. Linear elastic light scattering in s-SNOM

Since the elastic s-SNOM signal is generally weak, and a priori difficult to separate from the far-
field background, a modulation scheme must be applied for its discrimination [11,12,19,25]. This
is achieved in the dynamic non-contact AFM mode, where a piezo actuator initiates oscillatory
vertical motion of the AFM tip by driving the AFM cantilever at a dither frequency νd near the
fundamental flexural resonance frequency. The resulting vertical tip motion with an amplitude of
tens of nanometers periodically modulates the near-field interaction [262].

An experimental layout for linear optical s-SNOM is shown in Figure 18. The light is focused
onto the tip–sample gap, with a focus size that exceeds the nanometer-scale tip-apex emitter area
by many orders of magnitude. The tip-scattered light Enf , despite local field enhancement and
antenna effects mediating the coupling of the apex near-field to detectable optical far-field, is in
general much weaker than the far-field background Ebg. However, while the near-field interaction
scales in tip-sample distance with apex radius as discussed above, the background signal varies
comparatively little over that distance. The near-field signal can then be isolated through the use
of lock-in detection at both the fundamental and higher harmonics of the tip dither frequency.

The cantilever motion ztip[t] for typical elastic s-SNOM measurements can be approximated
as sinusoidal with oscillation amplitude A and distance of closest approach to the surface d (d = 0
when in contact with the surface):

ztip[t] = A(1 + cos[νd · t]) + d. (42)

As shown in Equation (31), the effective polarizability of the tip and thus the total scattered field
is highly dependent on the height above the sample surface. The scattered field can be expanded
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in terms of harmonics of νd (see Figure 18 inset ii),

Enf [t] =
∞∑

n=−∞
Enf, n exp[inνdt]. (43)

The quantity Enf,n is a complex value, whose absolute value represents the magnitude of the
scattered field and whose real and imaginary parts define the phase φ of the scattered light:

φ = arctan
[

Im[Enf,n]
Re[Enf,n]

]
. (44)

Methods of interferometrically amplifying the s-SNOM signal and determining its intrinsic
phase will be discussed in the following sections.

Interferometric s-SNOM signal amplification. Several challenges exist for the precise determi-
nation of the local dielectric sample properties that give rise to the s-SNOM spectral signal. The
scattering geometry itself influences spectral amplitude and phase. In addition, the interference of
Enf with the background field Ebg gives rise to a “self-homodyne” interference with uncontrolled
phase. The superposition of the weak near-field signal component Enf and the large background
field Ebg each with their own characteristic phases, φnf and φbf , respectively, can be described as
follows:

Edet[t] = Enf [t] exp[i(ωt − φnf)] + Ebg[t] exp[i(ωt − φbg)]. (45)

The intensity at the detector may be expressed as

Idet[t] = Edet[t]E∗det[t] (46)

= |Ebg[t]|2 + |Enf [t]|2 + 2|Ebg[t]||Enf [t]| cos[+4], (47)

where +4 = φbg − φnf represents the phase difference between the background and near-field
signals.

Both Enf and Ebg amplitude may be described by a Fourier expansion of the harmonics of the
tip-dither frequency, as described in Equation (43). Owing to the long wavelength compared to
the tip dither amplitude, the frequency distribution of the background field is largely constrained
to the DC (n = 0) and fundamental (n = 1) frequency (|Ebg,0| > |Ebg,1|). In contrast, with dither
amplitude comparable to the apex radius, the near-field signal is spread over many harmonics. For
n = 0 and 1, the amplitude of the background is greater than or comparable to the near-field signal
(|Ebg,0| 5 |Enf,0|, |Ebg,1| ) |Enf,1|). At harmonics n ≥ 2, however, the near-field may exceed the
background (|Ebg,n≥2| 6 |Enf,n≥2|). As a result, Equation (46) may be expressed in terms of the
dominant background contribution, for demodulation at a specific n harmonic:

Idet,n[t] = |Ebg,0|2 + |Enf,n[t]|2 + 2|Ebg,0||Enf,n[t]| cos[+4]. (48)

The disadvantage in non-interferometric detection is the uncontrolled background phase that
can vary as the sample is scanned below the tip. The limitations of self-homodyne amplification
can be overcome through the application of a reference field (Eref 5 Ebg) of controlled optical
phase. Here, the phase of the reference field can be varied by adjusting its optical pathlength,
allowing for the implementation of homo- or heterodyne amplification of the near-field signal.
Several variants of interferometric s-SNOM techniques have been developed, each with specific
attributes for amplifying the near-field signal and characterizing its phase [19,25,263–265].

In conventional homodyne amplification, both the magnitude and phase of the scattered near-
field are determined by measuring the magnitude of the s-SNOM signal for, e.g., two discrete
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784 J.M. Atkin et al.

reference phases separated by a phase difference of π/2. The total field at the detector can then
be expressed as

Edet[t] = Enf [t] exp[i(ωt − φnf)] + Ebg[t] exp[i(ωt − φbg)] + Eref [t] exp[i(ωt − φref)] (49)

For most measurements, the homodyne reference field is assumed to exceed the strength of all
other signal contributions Eref 5 Ebg 5 Enf . The intensity at the detector may be written as the
sum of six terms:

Idet[t] = |Eref [t]|2 + |Ebg[t]|2 + |Enf [t]|2 + 2|Eref [t]||Ebg[t]| cos[φref − φbg]
+ 2|Ebg[t]||Enf [t]| cos[φbg − φnf ] + 2|Eref [t]||Enf [t]| cos[φref − φnf ]. (50)

By applying lock-in filtering on nνd , all terms except the ones that contain the modulated Enf

in Equation (50) are suppressed (with the exception of a weak modulation of Ebg). Under the
assumption that the reference field is large compared to the background and near-field, the last
term in Equation (50) dominates the signal. The resulting detector signal can then be expressed as

Udet,n = Cdet2|E ref,0||Enf,n| cos[+4]. (51)

+4 represents the phase difference between the reference and near-field signal, and Cdet is the
detector efficiency. While this is similar to the self-homodyne case, both the magnitude and phase
of the homodyne arm now represent controllable parameters. Applying two-phase interferometry
by measuring the near-field magnitude twice with the reference phase shifted by π/2, both the
magnitude and phase of the near-field light may be determined, i.e.

+4 = arctan
[

Udet, n(φref − π/2)

Udet, n(φref)

]
. (52)

“Pseudo-heterodyne” s-SNOM detection. As an alternative to the discrete phase variation
described above, a continuous phase modulation can be applied to the reference field [19]. This
approach also provides for improved background suppression. By modulating the reference phase
at frequency νr the reference field may be expressed as

Eref [t] = Eref exp[iγ cos[νrt]] exp[i(ωt − φref)]. (53)

with phase amplitude γ . Decomposing the reference field into its Fourier expansion components,
it can be expressed as

Eref [t] =
( ∞∑

m=−∞
E ref,m exp[imνrt]

)

exp[i(ωt − φref)]. (54)

The coefficients of the Fourier series are found to be

E ref,m = E refJm[γ ] exp
[

imπ

2

]
, (55)

where Jm[γ ] is a Bessel function.
As before, when the reference field is much stronger than any of the background fields Eref 5

Ebg, any self-homodyne effect of the signal will be suppressed. Neglecting the background field
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(a)
(b)

(c)

(d)

Figure 19. Schematic for interferometric pseudo-heterodyne amplification of near-field s-SNOM signals
(a), with the inset showing frequency spectrum for demodulation. The AFM dither frequency and reference
mirror modulation frequency are denoted by νd and νr , respectively. Topography (b), near-field amplitude
(c), and phase (d) for a Au/Si calibration grid.

the total intensity at the detector can be expressed in terms of the near-field and reference field as

Idet = |Enf + Eref |2

=
∣∣∣∣∣

( ∞∑

n=−∞
Enf,n exp[inνdt]

)

exp[i(ωt − φnf)]

+
( ∞∑

m=−∞
E ref,m exp[imνrt]

)

exp[i(ωt − φref)]
∣∣∣∣∣

2

. (56)

This gives rise to sideband frequencies νn,m = nνd + mνr. The total detected signal at a sideband
frequency nνd + mνr can then be expressed as

Udet,n,m = Cdet

(
2(E ref · Enf,n)Jm[γ ] cos

[
φnf − φref −

mπ

2

])
. (57)

Shown in Figure 19 is the experimental arrangement of the pseudo-heterodyne setup, along with
a frequency spectrum illustrating the appearance of sidebands at frequencies shifted by ±mνr for
each cantilever harmonic nνd . Also shown is the s-SNOM amplitude and phase from pseudo-
heterodyne detection on a Au/Si calibration grid.

From Equation (57), measurement of an even sideband (m = even) provides the in phase real
part of the near-field signal, while for m = odd, the sideband measures the out-of-phase imaginary
part of the Fourier component. Through the measurement of two sidebands (denoted j and l) the
magnitude of the near-field component can be found via the relation

Enf,n ∝
exp[iφref ]
2CdetEref

(
Udet,n,j

Jj[γ ] + i
Udet,n,l

Jl[γ ]

)
. (58)

For the special case in which sidebands of j = 1 and l = 2 are chosen with a modulation phase
amplitude of γ12 = 2.63, J1[γ ] = J2[γ ] and the expression for the magnitude of the near-field can
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be further simplified to

Enf,n ∝
exp[iφref ]

2CdetErefJ1[γ12]
(Udet,n,2 + iUdet,n,1). (59)

Experimentally, this phase modulation amplitude corresponds to a modulation depth for the mir-
ror in the reference arm of +l = γ12λ/(2 · 2π) ) 0.21λ. Finally, the phase difference between
the near-field and reference field can be derived from the arctangent of the two detected signal
components,

+4 = arctan
[

Udet,n,1

Udet,n,2

]
. (60)

5.2.5. Near-field spectral behavior

While the coupled dipole model qualitatively describes the s-SNOM signal generation, it fails to
adequately predict the details of the spectral characteristics. Several more refined models have
been developed which consider a more realistic model geometry to describe the tip [222,266–268].
Many of these models, however, require extended numerical simulations in order to reconstruct the
optical electric field distribution of the tip.An analytic expression can be obtained by approximating
the tip as a spheroid and using a specific distribution of point-charges to model the electric field
distribution of the tip [269]. This model well reproduces observed elastically scattered s-SNOM
spectra in certain cases.

In general, spectroscopic s-SNOM measurements are characterized by dispersive lineshapes as
a result of the coherent coupling of multiple source terms to the near-field tip-sample interaction.
In IR s-SNOM, just like any other experimental configuration that involves reflection and diffuse
scattering [270], the signal response includes the intrinsic material dielectric function with both
resonant absorption and dispersion as well as non-resonant terms [264]. Furthermore, extrinsic
tip size and geometry affect the induced coupled tip–sample polarization [269,271]. The result is
variations in lineshapes that do not necessarily correlate with the intrinsic vibrational or electronic
far-field spectra. In certain cases, and in particular for weakly dispersive, e.g., molecular vibrational
resonances, the spectral near-field s-SNOM phase directly reflects vibrational energy and intrinsic
line width without the need to resort to specific model geometries for the tips [272,273].

The spectral behavior of the s-SNOM signal may change as the tip approaches a resonant
sample due to coupling affecting the maximum enhancement position. This typically corresponds
to a red-shifting of the predicted s-SNOM signal [269]. This behavior is displayed for the case
of SiC modeled under the coupled dipole model in Figure 20. For SiC, the longitudinal and
transverse optical phonon modes result in the formation of a surface phonon–polariton mode
which can dramatically increase the magnitude of the s-SNOM signal. The observed peak in the
s-SNOM signal shifts to lower energies as the tip approaches the surface.

5.2.6. Microwave near-field impedance microscopy

The previous sections illustrate the principle of elastic s-SNOM at optical frequencies. Parallel to
the development of optical s-SNOM, a complementary set of near-field measurement techniques
have emerged to characterize the dielectric properties of surfaces at lower frequencies. Operating
in the microwave frequency regime (∼100 MHz–100 GHz) these measurements utilize the near-
field coupling of a microwave circuit to a sample surface to provide material specific information.
Here, the near-field coupling can be expressed in terms of the local impedance of the substrate
in the vicinity of the near-field probe, with spatial resolution theoretically limited only by tip
apex radius.
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Figure 20. Simulated s-SNOM signal for the second-harmonic of the dither frequency E2 above a SiC surface
(a). Line cuts showing the increase and shift of the peak s-SNOM signal for heights of 0 (red), 0.25r (orange),
0.5r (green), r (blue), and 2r (purple) with r representing the radius of curvature of the AFM apex (b).

(b)(a)

Figure 21. Experimental layouts for two different microwave near-field microscope designs. A near-field
probe is held above the surface using height modulation distance control (a) (adapted from A. Tselev et al.,
Rev. Sci. Instrum. 74 (2003), pp. 3167–3170 [276]). Panel (b) shows a microwave probe which also serves as
an AFM tip and which is held in feedback with the surface via tapping mode AFM (adapted with permission
from Lai et al., Nano Lett. 9 (2009), pp. 1265–1269 [278]. Copyright 2009 American Chemical Society).

In general, the microwave probes in these techniques are sensitive to the local complex permit-
tivity and conductivity of the sample [274,275]. A variety of operation/detection modes have been
developed for microwave microscopy techniques, and the microwave probe can be either resonant
or non-resonant. For the case of resonant probes, changes in the resonance frequency and quality
factor of the probe induced via near-field coupling to the surface are measured. Non-resonant
probes are used to measure surface reflection or transmission [275].

Conventional scanning tunneling, shear-force, and atomic force-based dynamic feedback have
been used to position and control the microwave probe near the surface. In addition, for resonant
probes, the probe–sample separation can be modulated and the probe resonance frequency shift
used as a feedback mechanism.

Two experimental implementations of microwave near-field microscopes are illustrated in
Figure 21. Panel (a) displays an apparatus where the microwave probe is an open-ended coaxial
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transmission line resonator with capacitive coupling to a feed line [276]. The probe tip extends
the center conductor of the coaxial resonator to a sharp point which enhances the electric fields at the
sample. Feedback with the surface is achieved via the probe resonance and height modulation of the
sample surface [276]. Panel (b) shows a near-field microwave set-up which utilizes dynamic atomic
forces to establish feedback with the sample surface. Here, the capacitance established between
the tip and surface is a sensitive function of the distance separating the two [277]. The inset of panel
(b) illustrates the relationship between the complex tip geometry and the microwave electronics.
In this case, information on the dielectric properties of the surface is gathered by measuring the
microwave circuit response as the AFM tip periodically moves above the surface [277].

With its sensitivity to the low-frequency dielectric properties, near-field microwave microscopy
techniques are well developed and have been implemented to characterize a variety of systems,
including superconductive materials [278–281], metal–insulator transition materials [282,283],
CMR materials [284,285], FEs [286,287], and systems with electronic inhomogeneities [277].
In contrast to s-SNOM, which operates in the infrared to visible spectral region, microwave
impedance microscopy is limited in its ability to probe specific electronic or structural resonances
due to its low microwave frequency. However, with its compact integrated design with driving field
delivered and detection via waveguides to the scanning probe tip, it can more easily be applied at
cryogenic temperatures and high magnetic fields which are more challenging for s-SNOM with free
space light delivery. The variety of correlated materials to which near-field microwave microscopy
has been applied also demonstrates the potential of s-SNOM, which is not only sensitive to the
DC conductivity, but can provide additional information about structure, symmetry, electronic,
and vibrational resonances, and coupling of parameters.

5.2.7. Tip-enhanced Raman scattering

Plasmon-enhanced spectroscopies benefit from the local field enhancement at the tip apex, ideally
amplified via a plasmon resonance. The plasmon resonance increases the capture cross section of
the tip acting as an optical antenna [215]. The resulting larger local field enhancement, associated
with a decrease in field strength in the overall focus area (for reasons of energy conservation) would
increase the contrast between the tip-localized near-field signal and the far-field background from
the diffraction limited focus area. With signal levels generally insufficient to employ demodulation
schemes, tip-enhanced techniques ideally require an intrinsically large near- to far-field contrast,
provided by the large field enhancement. This leads to new experimental considerations and
possibilities, though the fundamental imaging mechanism is identical to elastic s-SNOM.

Development of TERS. The development of TERS can be thought of as a derivative of
SERS [288–291]. In SERS field enhancement is obtained via the typically coupled plasmon res-
onances of rough or specifically patterned noble metal substrates or colloidal particles [292,293].
Very high Raman enhancement factors of up to ∼1014 have been reported (F ) 103–104, see
Equation (40)) [294,295]. More modest values of up to ∼1010 reported recently [296,297] are
nevertheless sufficient for single-molecule sensitivity [296]. However, the distribution of local-
ized “hot spots” is random or at least difficult to control [298].3 Therefore SERS lacks the capability
for spatially resolved nanoscale imaging and spectroscopy. By contrast, the inverse geometry, i.e.
a localized “hot spot” of field enhancement, for example, at the end of a scanning probe tip, would
allow for spatially resolved imaging.

The development of TERS originated from this desire for a controllable SERS probe
and evolved from early predictions of large-field enhancement at the apex of noble metal
tips [11,221,226] and subsequent application to nonlinear processes [299]. Initial demonstrations
of TERS were performed on molecular systems under resonant Raman excitations for maximum
signal levels [233,234]. Ultrahigh spatial resolution with TERS was demonstrated in the study of
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(a)

(d)

(b)

Figure 22. Single-wall carbon nanotube G′-band TERS image (a) and corresponding topography (b).
Cross-section taken along the dashed lines in the optical image (c) and topography (d). Adapted from A.
Hartschuh et al. Phys. Rev. Lett. 90 (2003), p. 095503 [15]. Copyright 2003 by theAmerican Physical Society.

carbon nanotubes (CNTs) [15]. The initial focus on molecular systems and carbon nanostructures
can be attributed to the large Raman scattering cross-sections of dye molecules and the CNT
phonon modes excited at resonant frequencies. Shown in Figure 22(a) is the integrated TERS
intensity of the G′ nanotube mode and (b), the topography, with corresponding cross-sections
along the dashed lines in (c) and (d), respectively. Improvements in signal detection, general
instrumentation, and plasmonic tip fabrication allowed for single molecule TERS for the case of
resonant dyes [237,253,300,301]. With the development of more complex tip geometries, high
enhancement even with dielectric substrates and almost background-free Raman spectral imaging
have been demonstrated [247].

With the ability to probe the chemical fingerprint region with ultrahigh spatial resolution, the
extension of TERS to biological systems has been explored [235,241,302]. TERS has successfully
been used to study the complex PS in polymer films [303,304]. The nonlinear extension of TERS
to coherent anti-Stokes Raman scattering has also been demonstrated [305].

Field enhancement in TERS. For a surface with uniform molecular coverage the Raman
enhancement factor M is determined from the measured near- and far-field optical intensities INF

and IFF, respectively, the size of the far-field focus AFF, and the spatial extent of the tip-enhanced
region ANF

M = INF

IFF

AFF

ANF
. (61)

While AFF can readily be calculated based on the illuminating wavelength and NA of the illumi-
nating optics, ANF is determined by the tip apex size on the order of ∼10 nm. More generally, for
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the volume-based response in phonon TERS ANF and AFF in Eq. (61) are replaced by the probed
volume.

For the case of molecular systems on metallic substrates, enhancement values of M ∼ 107–109

have been measured [237,253,300,301], consistent with the large values expected for the strong
near-field tip–sample coupling between a metallic tip and substrate as discussed above. As in
SERS, where large enhancement factors arise for coupled metallic structures, M values of that
magnitude are generally sufficient for single molecule sensitivity. For the case of crystalline or
biological samples, where the use of metal substrates for additional field enhancement is diffi-
cult or impossible, TERS enhancement values of up to M ∼104–105 are found for free-standing
tips (see, e.g., [225] and references therein for an excellent discussion regarding experimentally
achieved enhancement values). This is in good agreement with theoretical predictions of F ) 10–
50 [218,219,221,222,226,227] for apex radii of 10–20 nm, with theoretical overestimates resulting
primarily from numerical artifacts [220] and imperfections in tip fabrication techniques.

TERS of crystalline solids: Phonon selection rules. While the development of TERS for the
study of molecular systems, driven by the need for an analytical technique with nanoscale chemical
sensitivity, has benefitted from the additional large field enhancement from metallic substrates,
studies of crystalline solids have been limited. As discussed above, the lattice k-vector dependence
of Raman scattering and related tensor-based selection rules would provide additional degrees of
freedom to determine nano-crystalline order and symmetry. What needs to be considered, however,
is the anisotropy of the field enhancement for s- and p-polarized light, with in general Fp > Fs,
which can be expressed via a field enhancement tensor

←→
F . It follows from Equation (40) that the

effective polarization for the N th phonon mode is then given by

peff,N =←→F [ωout]
←→
R N
←→
F ′ [ωin]E0, (62)

with the exact form of the tensor depending on the coordinate system used, as discussed below.
By the appropriate selection of the elements of

←→
F and E0 it then becomes possible to selec-

tively probe-specific Raman tensor components and increase the degrees of freedom compared to
conventional Raman scattering.

One of the established applications of Raman scattering is in measuring the built-in strain of
semiconductor devices via induced phonon frequency shifts [165,167], leading to a strong desire
for corresponding experiments with nanoscale spatial resolution. With its large Raman cross-
section, much of the crystalline TERS research has focused on silicon. However, a significant
far-field background originates from the bulk , which frequently obscures the near-field response.

We illustrate this problem by considering a Si TERS experiment using illumination at λ =
633 nm based on the discussion in Ref. [173]. Because of the opacity of Si, side-illumination
optics are required, where an objective with NA = 0.35 generates an elliptical far-field focus
with an area A = 7.6 µm2 with an optical skin depth of ∼5 µm. Estimating a near-field probe
volume of 103 nm3 and a realistic TERS enhancement factor M = 104, from Equation (61), we
expect a near- to far-field contrast INF/IFF = 2.6× 10−4. While this provides a lower estimate
and experimentally measured values are generally larger, this poor contrast nevertheless presents
a significant concern for TERS studies of bulk crystalline materials in general.

The depolarization of the tip-scattered light by the tip provides a means to overcome this
limitation. A nanoscopic scatterer such as a tip will modify the polarization state of ∼10% of
the tip-scattered TERS signal [306]. For conditions where the TERS selection rules predict the
detection of p-polarized light only, a small portion of near-field signal will then be detected in the
s-polarized configuration as well. By orienting the crystallographic directions of the sample and
incident and detected polarization such that far-field Raman scattering is forbidden, the observation
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(a) (c)

(d)(b)

Figure 23. Topography of Ge nanowire (a) and corresponding TERS images at (b) 283 cm−1, (c) 298 cm−1,
and (d) 510–530 cm−1 representing phonon modes characteristic for amorphous Ge, crystalline Ge, and the
Si substrate, respectively. Point C has a Raman signal approximately four times larger than the rest of the
nanowire, due to coupling between the Au nanoparticle on the tip and one attached at the top of the nanowire.
Point B is a defect region on the nanowire, with a larger amorphous signal than the rest of the nanorod.
Adapted from Y. Ogawa et al., Appl. Phys. Lett. 99 (2011), p. 053112 [318]. Copyright 2011 American
Institute of Physics.

of near-field modes with enhanced contrast, at the expense of an overall reduced signal level, is
enabled [307–311].

The sample strain manifests itself in Raman spectra via the redshift of the main Raman mode
at 520 cm−1 [167]. Thus, via the systematic study of this depolarization effect TERS imaging of
strained Si became possible [307,310,312,313].Although practical applications have remained dif-
ficult due to an overall low TERS signal levels, the application to the characterization of nanoscale
semiconductor devices seems promising.

TERS studies of isolated nanostructures benefit from the reduced bulk volume exposed to
far-field excitation, thus exhibiting an improved near- to far-field contrast. To date, a number of
TERS studies have been carried out on crystalline nanostructures, including studies on the strain
distribution in Ge/Si quantum dots and their effect on the surrounding Si substrate [245], strained
Si/Ge structures [314], ferrolectric nanocrystals [315,316], and inhomogeneity in the crystal phase
of CdSe nanowires [317] Figure 23(a) shows the topography of a Ge nanowire [318]. Panels (b)–
(d) show the TERS intensities at 283, 298, and 510–530 cm−1, respectively. As expected, the Si
mode from the substrate, at 510—530 cm−1, is diminished on the rod, while the Ge modes at 298
and 283 cm−1 are enhanced, with spatial variation in the crystalline and amorphous Raman modes
due to defects.

While the depolarization during the tip-scattering process is observed, the effect is weak [308]
and can be neglected if the dominant tip-scattered polarization (p-out) is favored by the selection
rules. It is expected that the near-field wavevector is largely unmodified from the far-field excitation.
This is evidenced by the lack of asymmetric broadening of the Raman modes to the low-frequency
side, indicating that the far-field Raman selection rules are retained in the near-field [319]. By
considering the additional tip selection rules, it therefore becomes possible to extend the full
capability of the Raman selection rules to the nanoscale. This allows for the isolation and study
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of Raman-active phonon modes and their spatial variation. Conversely, the modes observed under
a given experimental configuration provide insight into the crystallographic orientation, and by
extension, the formation of structural domains.

5.2.8. Nonlinear s-SNOM

Nonlinear techniques frequently provide new and complementary information compared to linear
and inelastic scattering. In combination with s-SNOM, they represent a versatile approach for
spectroscopic imaging with ultrahigh spatial resolution and sensitivity to symmetry and phase.
In particular, the tip locally breaks symmetry and provides excitation with a broad range of
k-vectors, overcoming the standard far-field momentum considerations and allowing access to
nanoscale symmetry behavior [215]. This allows the distinction of, for example, FE and FM
domains of arbitrary orientation, and the imaging of coexisting domains on the nanometer scale in
multiferroics. Furthermore, with the broad wavelength range and a variety of nonlinear processes
discussed in Section 3.2.3, it is possible to study spatially varying properties with frequency-
selective excitations.

As discussed earlier, the nonlinear optical response of a material reflects sample symmetries
and the coupling of elementary electronic or lattice excitations. This can provide information
about local crystallographic structure and magnetic ordering, as well as surface specific states
and processes for the case of second-order nonlinear optical interactions in particular. While using
nonlinear techniques for s-SNOM, however, it is important to additionally consider the effect of the
tip, which as a nanoscale object exhibits novel nonlinear properties in itself. The lack of translation
invariance of nanoparticles means that the standard crystallographic symmetry description of the
nonlinear response does not simply apply. In particular, size and shape will influence the nonlinear
response [320,321]. The constraints imposed by momentum conservation are lifted, resulting in
new and additional selection rules [322,323]. The nonlinear response is therefore a combination of
instrinsic material symmetry, geometric considerations including the surface and bulk response,
and choice of incident and output k-vector.

In this discussion, we will focus on SHG as the lowest-order nonlinear response, but the
symmetry considerations are generalizable to the other second-order and higher-order nonlinear
processes. For the case of a spherical nanoparticle of a centrosymmetric material, no SHG is
generated in the bulk within the dipole approximation due to the lack of symmetry-breaking [322,
324,325]. In the surface response, the linear dipole mode aligned in the direction of the pump
polarization will also not produce SHG emission as the surface polarization densities at both polar
regions of the sphere are out of phase and therefore destructively interfere. Instead, a dipolar mode
arises due to retardation in the phase across the particle diameter, essentially a nonlocal excitation
effect [326]. This SHG dipole is oriented along the polarization direction of the pump beam, so
that no SHG will radiate in the exact forward and backward directions. Higher-order multipolar
contributions to the nonlinear polarization can also occur for large particles [327,328].

s-SNOM tips can be considered within this context, as partially asymmetric (∞mm) nanos-
tructures, with broken mirror symmetry along the tip axis, i.e. a hemispherical structure. Even with
a centrosymmetric material, this geometric symmetry-breaking leads to fully local dipole-allowed
SHG contributions for polarization along the tip axis [215]:

P(2)[2ω] = ε0
←→χ (2)

s [ω, 2ω]F[2ω]F2[ω]E2[ω]. (63)

Here, χ(2)
s denotes the nonlinear susceptibility tensor with the components χ

(2)
s,⊥⊥⊥, χ

(2)
s,⊥‖‖, and

χ
(2)
s,‖⊥‖, where ⊥ and ‖ refer to the local spatial components perpendicular and parallel to the
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Figure 24. Experimental geometry for probing the SH response of a nanoscopic tip (left). k[ω] is directed
along the axial or sagittal directions, with p-polarization defined as along the tip axis for sagittal illumination
and detection. Right: SHG polarization dependence for various input and output configurations: sagittal
illumination of the∞mm tip, pout (a) and sout (b), where the signal is dominated by the local dipole-allowed
SH; axial illumination of a tip (c), where SHG is forbidden; and forbidden SH illumination in the forward
direction in a gold nanosphere (d). Adapted from C.C. Neacsu et al., Phys. Rev. B 71 (2005), Article no.
201402 [323]. Copyright 2005 by the American Physical Society.

surface. F(ω) and F(2ω) are the local field correction factors for the pump fundamental ω light
and generated SH 2ω light, as discussed above.

The symmetry breaking leads to different polarization selection rules for SHG in nanoscopic
metal tips compared to surfaces or spherical particles. In addition to the dipole-allowed surface
SHG, the bulk nonlocal process discussed for the case of spherical nanoparticles can also generate
SHG, but in the case of tips these different mechanisms for SHG are separable. For sagittal pump
illumination and collinear p- and s-polarized detection, SHG is dominated by the apex-localized,
local dipole allowed pin − pout contribution, from the χ

(2)
s,⊥⊥⊥ term (see Figure 24). For axial

excitation and collinear axial detection SHG is forbidden by symmetry, analogous to the case of
small spherical metal nanoparticles discussed above (Figure 24(c) and (d)).

Just as in the case of elastic and Raman scattering, SHG emission is enhanced when the
fundamental excitation or SHG emission frequencies correspond to a resonance in the local optical
field factor. This is the case for surface-enhanced SHG [213,329,330] with rough Au surfaces.
However, the surface and bulk contributions to the SHG signal are often difficult to separate
without, for example, surface modifications [129,130]. The efficiency of nonlinear processes in
single and coupled Au nanoparticles on a tip has been investigated and optimized [246,331–
333] and the magnitude and symmetry response is well understood in terms of nonlinear Mie
and Rayleigh scattering, with an effective surface susceptibility ←→χ s [334]. Additionally, there
is considerable interest in developing nanoprobes with enhanced nonlinear properties, by using
nanowires or nanocrystals with high nonlinear susceptibilities [335–337], but this is challenging
due to the difficulty in optimizing for the wavelengths involved in various wavemixing properties.

In the context of SHG s-SNOM, the main source of SHG can be from the apex surface region
of the tip where the local polarization density P[2ω] is induced, or the sample just beneath the
tip, depending on the relative nonlinearity of tip and sample, χ(2)

tip and χ
(2)
sample [338]. The near-field

SHG response has a complex dependence on incident and output polarization and tip and sample
symmetry and material properties, so that crystal orientation and incident k-vectors must carefully
be chosen to probe parameters of interest. With the tip predominantly enhancing the electric field
along its axis, the SHG response will be dominated by susceptibility components selected by
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that field, according to the tensor equation (23). In spite of the promise of this technique for
obtaining nanoscale symmetry and structural information, thus far there has been relatively little
SHG s-SNOM imaging of materials [14,339,340].

As a coherent wavemixing process, SHG also provides access to the phase of an excitation,
enabling full amplitude and phase characterization of, e.g. localized plasmon dynamics. This char-
acterization is important for s-SNOM tips and other optical antenna geometries, since a plasmonic
resonance can be beneficial for field enhancement and therefore signal levels, but may also lead to
a long dephasing time, limiting temporal resolution. These plasmon dynamics are generally very
short, but full plasmon response reconstruction can be performed through, for example, frequency-
resolved optical gating (FROG) [341]. For an Au s-SNOM tip, FROG characterization yielded a
dephasing time of∼20 fs for wavelengths close to the plasmon resonance [342]. When the incident
illumination was not resonant with the tip plasmon, the tip response was essentially instantaneous.
Similar experiments have probed plasmon dynamics in other Au nanostructures [343–346].

While we have emphasized the use of SHG for characterization, s-SNOM is compatible with
almost any implementation of coherent and incoherent pump probe spectroscopy, including THz
and mid-IR spectroscopy, nonlinear second- or third-order wavemixing, coherent phonon, or even
multi-dimensional spectroscopies.

5.2.9. Low-temperature and magnetic field s-SNOM

One of the unique features of optical spectroscopy is its applicability at essentially arbitrary
temperature, pressure, and in the presence of large magnetic or electric fields. For correlated
materials, temperature, electric and magnetic field poling, and strain, in particular, are impor-
tant control parameters, due to the sensitivity of phase and coupling to external perturbation.
The extension of near-field microscopy and s-SNOM to operate under vacuum and at variable
temperature and magnetic field conditions is therefore highly desirable. However, relatively few
vacuum and low temperature-compatible near-field optical microscopes have been developed.
The need for vacuum- and cryo-compatible materials, vibration control, space constraints in light
beam delivery and signal detection, and optical alignment considerations lead to stringent design
requirements.

Both fiber-based NSOM and near-field microwave impedance microscopy are readily compat-
ible with low-temperature measurements [283,347–353]. Cooling is achieved using bath cryostats
where all components are cooled [348], or flow cryostats with only sample cooling [347]. These
microscopes have been used to investigate energy transfer in molecular [354] and quantum dot
systems [355,356]. However, the NSOM geometry limits the optical techniques and wavelengths
that can be used as well as the achievable throughput. In spite of these challenges, low tem-
perature NSOM ultrafast probing and control of exciton dynamics in quantum dots has been
demonstrated, enabled through careful dispersion compensation of the light propagating through
the fiber [357].

Designs based on conventional cantilever-based AFMs are less common, due to the difficulty
of incorporating optical feedback within a vacuum chamber [358–361]. These designs rely on
piezomechanical feedback of the cantilever [361] or fiber feedthroughs [360,362] for maintaining
distance control. For these apertureless instruments, beam delivery, alignment, and focusing onto
the tip inside the chamber becomes critical. Cassegrain objectives and parabolic mirrors have both
been employed as focusing elements, with the advantage of being broad wavelength and vacuum
compatible. A reflective sample geometry enables the study of opaque samples, but tends to reduce
the numerical aperture. UHV TERS experiments have also been performed [260,363], where a
high-NA )1 on-axis parabolic mirror with efficient excitation of the tip using radially polarized
incident light allowed single molecule sensitivity [253].
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(a) (b) (c)

Figure 25. Cryogenic s-SNOM, based on an Attocube AFM with optics for tip illumination and scattered
light collection. Schematic of the s-SNOM setup (a). The temperature control and sensor, in yellow, are
immediately beneath the sample for precise temperature control. The blue arrow in the center of the vacuum
chamber represents the direction of the magnetic field. Cross-sectional view of AFM and focusing (b). The
AFM consists of two slip–stick motion controllers, so that the sample and AFM tip move separately. The
off-axis parabolic mirror is mounted on a 2-axis goniometer to allow for independent mirror and AFM
alignment. All components are held by titanium housing mounted on a flow cryostat (Janis ST500), with
axial bottom illumination and detection. The dimensions are chosen such that the insertion into a high-field
(6.5T) superconducting magnet is possible. Photo of s-SNOM inside the cryostat (c).

Recently, a new s-SNOM instrument operating down to 20 K, fully magnetic field compatible,
and with optics covering a broad spectral range from mid-IR to visible and low dispersion has
been developed for the investigation of correlated matter [362]. Figure 25 shows the details of the
instrument. It is based on a modified low-temperature AFM (Attocube Systems AG), mounted on
a flow cryostat. Illumination with a parabolic mirror (NA = 0.45, f = 11.25 mm) allows for the
use of broad-band and ultrafast laser sources. The slender design and illumination paths allows
for insertion into a high-field superconducting magnet with a bore diameter of 75 mm.

6. Applications of s-SNOM for the study of nano-scale phenomena in complex matter
Having provided a background on the fundamentals and experimental implementation of dif-
ferent optical spectroscopies with s-SNOM, in the following sections, we will discuss specific
applications for the investigation of different materials systems.

6.1. Phase competition in metal–insulator transitions
In several transition metal oxides, the interplay between orbital, spin, charge, and lattice degrees
of freedom results in dramatic changes in the conductivity as a function of, e.g., temperature or
applied magnetic field. The underlying processes of these metal–insulator transitions (MIT) are
often still poorly understood. From the study of the fundamental electron–electron and electron–
lattice interactions close to the transitions, a better picture of the details of the electronic structure
of these materials in general may be established. As discussed in Section 2.4, one of the primary
challenges in understanding MIT materials is that the participating phases are often degenerate
and phase separation may occur associated with the transition. Characterizing the evolution of
texture and phase fraction of the participating phases through the MIT may thus yield important
clues on the fundamental interactions.
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In the following sections, we will discuss the implementation of near-field techniques in
characterizing the MIT in several correlated electron materials. In particular, elastic s-SNOM
measurements in the infrared can probe the emergence of a Drude response reflecting the metal-
lic phase. We will first discuss in detail the s-SNOM characterization of the metal–insulator
transition in VO2, one of the first known metal–insulator transition systems. Following the
development of elastic IR s-SNOM, VO2 provided an ideal model system to study the MIT in
correlated electron systems on the nano-scale due to the easily accessible transition temperature
at 340 K.

6.1.1. Metal–insulator transition in vanadium oxide

The vanadium oxides are among the most famous of materials which undergo a metal–insulator
transition [50,364,365].VO,V2O3, andVO2, with cubic, trigonal, and monoclinic crystal structures
in the insulating phase, exhibit metal–insulator transitions with orders of magnitude changes in
electrical conductivity at 114, 153, and 340 K, respectively [364]. All of these oxides exhibit
unique phase behavior as a function of temperature, pressure, and doping [50]. The complexities
of their phase transitions arise from the interplay of strong electron–electron interactions and
electron–lattice effects associated with crystallographic or unit cell volume changes [366,367] at
the phase transitions [365,368].

In particular, inVO2 it is intensely debated whether the MIT is a Mott- or Peierls-driven process,
with signatures of both appearing in the transition [368–375]. Despite its simple stoichiometry,
VO2 exhibits a complex phase behavior with a metallic rutile (R) structure [376], and multiple
insulating phases, two monoclinic (M1 and M2), and triclinic (T) phases [377], all within a narrow
temperature and strain region close to the MIT. As a result, the total free energy of the system can
often be minimized through changes in structure and the formation of domains due to the interplay
of short-range electronic forces and long-range stress–strain interactions. The development of a
fundamental description of the driving mechanism underlying the MIT is therefore complicated by
the changes in the crystal lattice structure that accompany the changes in electronic properties at
the transition temperature. Even after intensive study over 50 years on bulk and thin film samples,
the combination of domain structure, strain, and the subtlety of correlation effects in VO2 has left
a confusing picture of the underlying physics and has frustrated technological applications based
upon its unique electronic properties [368,369,372,378,379].

Infrared s-SNOM characterization of VO2 thin films. Recent measurements of the MIT in VO2

have demonstrated the capability of s-SNOM to map spatial heterogeneities in phase on the nano-
scale. As the IR dielectric properties of VO2 exhibit a large change during the MIT [380], IR elastic
s-SNOM represents a sensitive technique in imaging nano-scale phase changes. Figure 26(a) shows
the change in conductivity ofVO2 through the MIT, derived from ellipsometry measurements, with
a large change in conductivity between the insulating and metallic phases at ∼10 µm due to the
Drude response. The gradual spectral change observed is a manifestation of the inhomogeneous
distribution of metallic and insulating crystallites within the VO2 thin film.

The application of mid-IR s-SNOM to image the distribution of metallic and insulating phases
in VO2 thin films is shown in Figure 26(b) [373]. At temperatures below the TMIT, a homogeneous
s-SNOM scattering signal was observed, corresponding to an entirely insulating film [373,381]
(panel i). As the temperature is increased, metal clusters with s-SNOM signal 2–5 times that of
the insulating phase were observed to nucleate at specific locations on the film surface (panels
ii–iv). With increasing temperature, these metallic “puddles” grow in size, eventually percolating
to form a continuous metallic phase (panels v–vi). The observed pattern of metallic puddles was
thought to result from the seeded growth from nucleation sites, determined by interface strain,
grain boundaries, or defects in the crystal structure. The evolution of the puddles is reproducible
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(a) (b)

Figure 26. Optical conductivity of a VO2 thin film at the metal–insulator transition, as derived from spectro-
scopic ellipsometry (a). Corresponding IR s-SNOM images (b) acquired at excitation wavelength of 10.75 µm
(930 cm−1) as indicated in (a). The observed contrast due to the emerging metallic Drude response reflects
the transition of VO2 crystallites and gradual formation of percolated domains with increasing temperature
from the initial insulating to final metallic phase. Contrast: insulating phase (blue), metallic regions (light
blue, green, and red colors). Adapted from M.M. Qazilbash et al. Phys. Rev. B 74 (2006), p. 205118 [382].
Copyright 2006 by the American Physical Society.

at a particular temperature [381]. At T = 360 K, the MIT was considered to be complete with the
final disappearance of the last remaining insulating islands [373].

Crystal structure and strain interactions in VO2. The interest in thin films of VO2, as studied in
the above work, is due to the degradation typically experienced by macroscopic bulk crystals from
the large change in lattice structure during the MIT. However, the polycrystalline nature of these
films leads to additional inter-crystallite strain interactions between crystallites and thus difficulty
in extracting the intrinsic phase behavior. For example, measurements of thin-film systems indi-
cate a percolative phase transition [373,381,383], while investigations on unconstrained single
micro-crystals suggest that the MIT upon heating can be discontinuous [104,384–387]. Figure 27
illustrates the broadening of the MIT in the conductivity of a thin film compared to the discontin-
uous change associated with a single micro-crystal [104,383]. Recently, the development of vapor
phase deposition protocols for VO2 microcrystals has enabled the study of well-controlled, single
crystal, structures whose micro-scale size and lack of defects allows them to be cycled through
the MIT without degradation [104]. The lack of complicated extrinsic interactions makes these
micro-crystals ideal for the study of intrinsic strain, domain, and hysteresis behavior.

Understanding the MIT in VO2, whether thin film, bulk, or microcrystal, is complicated by
the multiple competing insulating crystal structures discussed above. These different insulating
phases are shown in Figure 28(a), as extracted from Raman spectroscopic analysis of individual
microcrystals subjected to controlled unaxial strain [179]. The associated crystal structures for
the rutile (R), monoclinic 1 (M1), and monoclinic 2 (M2) phases are shown in 29(b)–(d). For
the rutile metallic phase, each of the vanadium atoms in the body-centered tetragonal lattice is
surrounded by an oxygen octahedron. The monoclinic M1 insulating phase is defined by a crystal
structure with a space group of P21/c (C5

2h) [388]. Here, the vanadium sites are shifted from the
R crystal structure first through a pairing of vanadium atoms along the cR axis and second from
a characteristic in-plane displacement of the vanadium atoms which alternates along the cR and
aR axes, forming a “zig-zag” arrangement (Figure 28(c)). The monoclinic M2 insulating phase of
VO2 occurs at temperatures below TMIT at elevated stress or pressure [377] or through doping of
Cr [366] or Al [389]. The primary structural distinction of the M2 phase from that of the M1 phase
lies in the formation of two distinct vanadium sub-lattices, with sub-lattice A showing pairing
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(a) (b)

(c)

Figure 27. Polycrystalline VO2 thin films exhibit inhomogeneities and a percolative MIT transition (a), in
contrast to free-standing single VO2 micro-crystals (b) with a sudden, discontinuous phase transition. This
results in profoundly different DC conductivities (c) associated with the MIT in VO2 thin films versus single
crystal micro-beams. Adapted from M.M. Qazilbash et al., Appl. Phys. Lett. 92 (2008), p. 241906 [383],
copyright 2008 American Institute of Physics and J. Wu et al., Nano Lett. 6 (2006), pp. 2313–2317 [548],
copyright 2006 American Chemical Society.

in the vanadium atoms but no zig-zag displacement (tilt), and sub-lattice B exhibiting tilt but
no pairing. The M1 and M2 phases have different unit cell sizes, with cR axes longer by ∼1%
and ∼1.7% compared to R [366,367,376] respectively, a significant factor in minimizing strain
interactions. Lastly, the triclinic phase (T) has been found to be a transitional phase between the
M1 and M2 insulating phases, with progressive dimerization of sub-lattice B and a progressive
tilting of sub-lattice A in moving from M1 to M2.

Infrared s-SNOM characterization of VO2 micro-crystals. The combination of IR s-SNOM and
micro-Raman allowed for the simultaneous study of the phase behavior and associated domain
texture during the MIT in VO2 micro-crystals [390]. Figure 29 shows AFM topography (d) and
simultaneously recorded s-SNOM images (a–c) driving a VO2 micro-crystal initially in the M1
phase at room-temperature through the MIT. An initial superheating of the M1 phase is followed
by the sudden appearance of a first metallic domain (b, f: 341 K). Subsequent domain growth
leads via a roughly periodic set of insulating and metallic domains (c, f: 345 K) to the fully
metallic state at temperatures of 370–390 K. The appearance of metallic domains is reflected
in the Raman spectra by a sharp rise in the luminescence background (Figure 29(g), arrow).
Up to ∼350 K the insulating domains of the regular domain pattern remain in the M1 phase.
As the temperature is increased further and the insulating domains begin to shrink in size a
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(a) (b) (c) (d)

Figure 28. The temperature–stress phase diagram for VO2 under uniaxial stress (a), showing the presence
of the R, M1, M2, and T phases as measured by Raman spectroscopy. The crystal structures of the primary
phases of VO2 are displayed above with panels (b)–(d) with (b) representing the metallic/tetragonal-rutile
(R) phase, (c) the semiconducting/monoclinic (M1) phase, and (d) the semiconducting/monoclinic (M2)
phase. The vanadium atom chain sub-lattices A and B are denoted by the red vertical arrows. The distortion
motion from the rutile crystal structure to the M1 and M2 phases is represented by the black arrows for each
of the respective insulating phases. Adapted from J.M. Atkin et al., Phys. Rev. B 85 (2011), p. 020101 [179],
copyright 2012 by the American Physical Society and A.C. Jones et al., Nano Lett. 10 (2010), p. 1574 [390],
copyright 2010 American Chemical Society.

(a) (b) (c)

(d) (f)(e)

(g)

Figure 29. s-SNOM images (a–c) with corresponding topography (d) of a VO2 crystal (h = 35 nm) initially
in the M1 insulating phase (a), and its metallic/insulating domain formation (b, c) as the crystal is heated
through the MIT. Corresponding longitudinal line scan tracing the spatial domain formation on a similar VO2
crystal with sample heating (e, f). The phases of the insulating domains are identified by Raman measurements
(g) finding M1 + M2 + R (351 K) and M2 + R (355 K) intermediate phase coexistence regimes. Adapted
from A.C. Jones et al., Nano Lett. 10 (2010), p. 1574 [390]. Copyright 2010 American Chemical Society.

conversion of M1 to M2 is observed, as seen from the appearance of the characteristic M2
Raman modes (g: 351 K). Within a narrow temperature range of ∼5 K all insulating domains
convert to M2 (g: 355 K) without a significant change in the total volume fraction of R. The
M1→ M2 conversion occurs around 30 K below the temperature where the fully metallic state
is reached.

Figure 29(f) shows the associated domain formation and spatial evolution in a repeated s-
SNOM line-scan along the longitudinal (cR) axis of a crystal with corresponding topography
(e) as a function of temperature. The appearance of the first metallic domain in the scan region
is followed by a splitting, rearrangement, and subsequent formation of the alternating domain
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(a) (b) (e)

(f)(c) (d)

Figure 30. s-SNOM images (b–d) with corresponding topography (a) of a VO2 crystal (h = 25 nm) being
cooled through the MIT. Periodic metallic and insulating domains exist slightly above TMIT (b). As tem-
perature is lowered, the size of the metallic domains decreases (c) resulting in the eventual break up and
dissipation of metallic domains (d). Panels (e) and (f) display the fine structure of the insulating phase revealed
by s-SNOM with periodic twinning of the M2 phase resulting in slight variations of the s-SNOM signal.
These variations are attributable to the birefringence of the insulating phase. Adapted from A.C. Jones et al.,
Nano Lett. 10 (2010), p. 1574 [390]. Copyright 2010 American Chemical Society.

pattern. With the high spatial resolution of !30 nm provided by s-SNOM, it can be seen that thin
insulating domains persist up to T > 375 K.

A sequence of s-SNOM images taken as a VO2 micro-crystal was cooled through the metal–
insulator transition displays the growth of the insulating domains and the eventual breakup of
the metallic stripes into small islands, as shown in Figure 30. These metallic islands can persist
within the micro-crystal to temperatures well below the nominal TMIT, indicating a strain-induced
supercooling of the metallic phase. Interestingly, the metallic domain evolution observed upon
heating through the MIT from an initial homogeneous M1 phase is reproducible while the domain
texture upon cooling is not. Additionally, the observation of slight variations in the s-SNOM signal
in the insulating domains associated with M2 phase demonstrates the extremely high sensitivity of
s-SNOM. These variations, illustrated in Figure 30(e) and (f), have been associated with a periodic
twinning of the M2 phase [391] and associated birefringence.

Through the combination of IR s-SNOM to map the metal–insulator phase fraction with micro-
Raman spectroscopy to identify the insulating phases, it was found that two MIT pathways seem
to exist, depending on the initial sample strain. Because of the mismatch of the thermal expansion
coefficients between VO2 and the substrate [367], the crystallites are initially stressed predomi-
nantly along the cR crystallographic direction at room temperature. The formation of alternating
metallic and insulating domains reduces the amount of substrate-induced strain [104]. Crystal-
lites under compressive stress existing in the M1 insulating phase were found to transition by a
M1→ M1 + R→ M1 + M2 + R→ M2 + R→ R pathway as the temperature increased from
room temperature, in order to minimize the strain through the differing lattice constants associated
with the insulating phases. Other crystallites under initial tensile stress, identified as beginning in
either the T or M2 phase were found to transition by a M2→ M2 + R→ R pathway [390]. This
demonstrates the subtle interplay of strain and temperature in the MIT of VO2.

From image analysis of the s-SNOM scans, the volume fractions of metallic and insulating
phases with temperature were deduced. The phase volume fraction diagrams for VO2 crystallites
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Figure 31. Temperature dependence of crystal volume fraction in the M1, M2, and R phases for a crystallite
initially in the M1 phase at room temperature (a). The corresponding diagram for crystals found in the
M2 phase at room temperature (b). Results derived from the combination of s-SNOM and micro-Raman
spectroscopic imaging. Adapted from A.C. Jones et al., Nano Lett. 10 (2010), p. 1574 [390]. Copyright 2010
American Chemical Society.

found in the M1 and M2 phase at room temperature are displayed in Figure 31(a) and (b). This result
highlights the capability of s-SNOM to study domain texture and volume fraction for complex
phase behavior in correlated matter.

6.1.2. Near-field microwave impedance microscopy of the MIT in CMR manganites

Low-frequency microwave near-field techniques, as introduced above, have been applied for the
investigation of electronic phase transitions in the manganite Nd1/2Sr1/2MnO3, a model CMR
material. Thin films of Nd1/2Sr1/2MnO3 on SrTiO3 have attracted interest for technological appli-
cations, and display bulk-like behavior of a PM to FM transition at ∼250 K and charge/orbital
ordering (COO) at ∼160 K. In addition, in the COO insulating phase at low temperatures a
transition into the FM metal phase with high magnetic fields occurs.

As discussed in Section 5.2.6, microwave near-field microscopy is sensitive to low-frequency
conductivity and can therefore distinguish the insulating and metallic phases. Figure 32 shows the
domain evolution in the MIT in thin films of Nd1/2Sr1/2MnO3 as a function of applied magnetic
field up to 9 T, at cryogenic temperatures [285]. Already at low fields, some FM-metallic domains
were resolved (b).As the magnetic field was increased up to 6 or 7 T, additional metallic areas grew
from these original nucleation sites, with a preferential alignment along the [001]- and [110]-axes
of the substrate. At ∼9 T, a percolating network of FM-metallic domains was formed (d).

This work provided evidence of the phase coexistence associated with the magnetic field-
induced metal–insulator transition of Nd1/2Sr1/2MnO3, and the important role of strain, as
demonstrated by the preferential orientation of the metallic domains. This is in contrast to, e.g.
La1−xCaxMnO3, where domains have no preferred direction, indicating that Coulomb interac-
tions dominate over strain [86,98]. Microwave impedance microscopy is thus a valuable technique
for studying phase coexistence in correlated matter, especially since the broad resistivity range
displayed in these CMR materials leads to difficulty in extracting spatial information from con-
ventional DC conductivity measurements. However, while the microwave frequencies provide
high sensitivity to the Drude response, they are outside the range of electronic or phonon resonant
frequencies, limiting the information about the causes of phase coexistence that can be extracted.
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(a) (b) (c) (d)

Figure 32. Resistivity of a Nd1/2Sr1/2MnO3 film at 10 K with increasing magnetic field µ0H (a). Asso-
ciated microwave impedance microscopy images mapping the formation of FM metallic domains as a
function of increasing external magnetic field (b–d) at 1.2, 5.7, and 9.0 T, respectively. Scale bar, 1 µm.
Blue arrows indicate low-field FM-metallic rod-shaped domains. Adapted from K. Lai et al., Science 329
(2010), pp. 190–193 [285]. Reprinted with permission from AAAS.

6.2. Low-dimensional electronic materials
As discussed previously, the 2D structure of graphene results in unique electronic and optical
properties [57]. Near-field techniques have so far been utilized in studying inhomogeneities in
graphene structures through microwave impedance microscopy and TERS, and in the IR to probe
the plasmonic response of graphene, which supports surface plasmon polariton waves in the mid-IR
spectral range, with a high degree of localization and tunability [58].

6.2.1. IR s-SNOM imaging of graphene

Using infrared s-SNOM, the near-field electromagnetic response of a mechanically cleaved
graphene monolayer on thin SiO2 on a Si substrate has been investigated [59]. With a com-
bination of tunable IR sources (CO2 and quantum cascade lasers), the spectral dependence of
the optical response of a graphene monolayer from 883–1270 cm−1 was studied. As the surface
plasmon resonance frequency is highly dependent on the position of the Fermi level [58], and
as graphene on SiO2 often exhibits a high carrier density due to uncontrolled doping, far-field
Raman spectroscopy was used to locate monolayer graphene structures with similar hole doping,
ensuring comparable chemical potentials for the samples studied [59].

A schematic of the IR s-SNOM measurement of a sample graphene flake on SiO2 is shown
in Figure 33(a). Next to the graphene flake, part of the SiO2 was etched away to enable sig-
nal calibration with respect to the Si substrate. IR s-SNOM measurements, obtained using
pseudo-heterodyne detection, are shown in Figure 33(b), with the phase relative to that observed
over Si. For a range of frequencies s-SNOM contrast is observed between graphene, SiO2,
and Si. The intrinsic response of the thin SiO2 layer shows a peak in the s-SNOM signal
near 1128 cm−2, due to the SiO2 surface phonon polariton mode [59]. At the doping level of
the samples studied, the SPP mode in the graphene monolayer overlaps the surface phonon
polariton mode of the thin SiO2, leading to enhancement and blue-shifting in the SiO2 sur-
face phonon polariton response. This behavior of the resonant s-SNOM signal is displayed in
Figure 33(c), with the difference in the detected phase between SiO2 and the graphene monolayer
in Figure 33(d).

The observed spectral s-SNOM response of the graphene monolayer is attributed to enhance-
ment effects from the high density of mobile carriers in the graphene samples [59]. This hypothesis
was tested by measuring the s-SNOM signal with different gate voltages Vg applied to the Si sub-
strate. By controlling the carrier density in the graphene, the magnitude of the s-SNOM signal
could be controlled. The inset of Figure 33(c) shows the results of measuring the s-SNOM signal
at a frequency where the contribution attributable to the graphene was greatest (ω = 1150 cm−1)
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(a) (b) (e)

(c) (d)

Figure 33. Experimental schematic of the IR s-SNOM characterization of a graphene (a). Optical contrast in
the s-SNOM signal (denoted above as s(ω)) between Si, SiO2, and a graphene monolayer (G) is shown for
differing excitation frequencies (b). Spectral dependence of the magnitude (c) and phase (d) of the s-SNOM
signal. (Adapted from Z. Fei et al., Nano Lett. 11 (2011), pp. 4701–4705 [59]). Example of s-SNOM images
(ω = 892 cm−1) (e) showing SPP modes in graphene with an interference pattern close to graphene edges
(blue dashed lines) and defects (green dashed lines and green dot), characteristic of plasmon interference.
Reprinted by permission from Macmillan Publishers Ltd: Z. Fei et al., Nature 287 (2012), pp. 82–85 [392],
copyright 2012. Similar results were reported in Ref. [393].

for various magnitudes of Vg, with a minimum in the contrast at the charge neutrality condition
Vg = 40 ± 5V.

More recent IR s-SNOM measurements have directly visualized the surface plasmons in
graphene. Shown in Figure 33(e) [392,393] are the characteristic interference fringes that arise
from the interference of plasmons induced by the nanoscopic tip and associated large k-vectors
with plasmons reflected off edges and defects in graphene. These results demonstrate the extension
of the use of s-SNOM for the study of SPPs in plasmonic materials and optical antennas to the
corresponding excitations in low-dimensional complex matter, where high carrier mobilities allow
for SPPs with reduced damping compared to metals and tunability with electric field gating.

Microwave impedance microscopy imaging of graphene. Low-frequency near-field microwave
impedance microscopy (MIM) has been applied to spatially map the electrical conductivity of sin-
gle mechanically exfoliated graphene flakes [394].A modified atomic-force microscope cantilever
with Al transmission lines patterned on a Si3N4 base operates in the near-field regime of the sur-
face to record both real (resistive) and imaginary (capacitive) components of the effective tip
impedance Ztip. Figure 34 displays as an example topography (a) with schematic of the AFM and
the associated MIM circuit (b).

While the graphene flakes are difficult to resolve in the topography, MIM images of these homo-
geneous flakes, shorted to Au contacts, show a strong microwave capacitive response. Figure 34(c)
illustrates MIM images recorded over single-layer graphene flakes with Au contacts. MIM mea-
surements were also used to characterize the quality of the electrical connection between adjacent
flakes in inhomogeneous regions. Figure 34(d) and (e) illustrate how the MIM signal varies with
the quality of the electrical connection between the different graphene segments. MIM images
can thus clearly identify which parts of a graphene flake are electrically contiguous.
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(a)

(b) (c)

(d)

(e)

Figure 34. Implementation of microwave impedance microscopy (MIM) for mapping the conductivity
response of graphene. Schematic representation of the MIM experiment (a), equivalent circuit (b) with
the tip impedance Ztip and sample resistance R and capacitance C. A 1 GHz signal is applied to the tip
and the reflected signal is amplified and demodulated (D, directional coupler; A, amplifier; M, mixer). The
MIM images (c) reveal the presence of pristine graphene flakes which are barely visible in the topography
(a) (scale bar, 2 µm). Topography (d) and corresponding MIM capacitance map (e) for graphene flakes can
reveal the electrical connectivity between regions of overlapped flakes (scale bar, 200 nm). (Adapted from
W. Kundhikanjana et al., Nano Lett. 9 (2009), pp. 3762–3765 [394]. Copyright 2009 American Chemical
Society.)

TERS of graphene and other carbon allotropes. As discussed in Sections 4 and 5.2, Raman
spectroscopy has found applications in the study of the carbon allotropes graphene and carbon
nanotubes (CNTs) [395,396]. It can yield information such as the degree of sp3 hybridization,
identify the presence of defects and impurities, and determine the CNT chirality, or number of
graphene sheet layers [175].Access to this information is facilitated by large intrinsic Raman cross-
sections. Extending TERS for the nanoscale investigations of graphene and CNTs has therefore
been a focus of considerable effort.

Initially, carbon nanotubes served as a model system to explore the resolution and sensitivity
of tip-enhanced spectroscopy [397]. Through the tip-controlled pressure-induced shift in the G
band [249] a resolution as high as 4 nm was demonstrated [250]. TERS has been used for structural
characterization of CNTs [22,398], as the tube chirality can be determined from the combination
of spectral position of the radial breathing mode and photoluminescence [399]. The D band can
be used to probe the spatial distribution of defects in the tube [400]. Photoluminescence, which is
also enhanced by the tip, yields insight into carrier migration and trapping by defects. CNTs have
also been used to demonstrate the subsurface imaging capability of TERS [401].

Unlike CNTs, where the enhancement of the polarization parallel to the tip axes effectively
drives the Raman response, this surface normal field enhancement couples poorly to graphene
Raman modes with their in-plane polarizability [402]. Therefore, the Raman modes of pristine
graphene, in particular, the G mode, show only a weak TERS enhancement [255,403]. The defect-
related D mode, however, exhibits an appreciable TERS signal [403]. TERS is therefore very
effective at probing the spatial distribution of defects. In addition, despite weak TERS enhance-
ment, its signal strength remains sufficient for the identification of graphene layer thickness [404]
based on the mode shape [402].

As an example, Figure 35(a) shows a TERS image acquired from exfoliated graphene and its
spatial distribution of the 2D (green) and D (red) Raman bands. The different spectral character-
istics of pristine and damaged graphene are shown in (b). The capability of TERS to probe local
structural defects and inhomogeneities in carbon nanostructures with nanometer spatial resolution
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(a) (b)

Figure 35. TERS 400 nm × 400 nm scan of exfoliated graphene on template stripped Au (a). Shown are the
2D band (2662 cm−1, green) and D Band (1350 cm−1, red) intensities. Regions with defects (white circles)
and particularly strong graphene signals (white dashed circle) stand out, imaged with a spatial resolution
of ∼10 nm. TERS spectra showing the characteristic Raman modes of graphene with high and low defect
density (b), allowing for the discrimination of the corresponding spatial regions. Adapted from J. Stadler
et al., Nano Lett. 10 (2010), p. 4514 [254]. Copyright 2010 American Chemical Society.

can provide valuable information on structural domains in graphene, help identify the signal origin
of far-field spectral characteristics, and guide graphene device fabrication.

6.2.2. Topological insulators

One of the first identified 3D bulk insulators with topological surface states was Bi2Se3 [64],
which exhibits a rhombohedral crystal structure composed of two Bi and three Se atomic sheets
which are covalently bonded to form “quintuple layers” (QLs) of atoms. Similar to graphene,
these quintuple layers can be generated through mechanical exfoliation, where dragging an AFM
tip across Bi2Se3 nanoribbons can produce varying thicknesses, down to one QL. These ultrathin
Bi2Se3 layers, with a few nanometers thickness, are expected to develop topologically non-trivial
edge states. Some of the early characterizations performed using near-field microwave impedance
microscopy (MIM) [405], which provides a high-resolution map of spatial variations in the local
conductivity, which can be correlated with the AFM measurements of number of layers. Low
conductivity was observed for one layer of Bi2Se3, with high conductivity for regions of 4 or 5 QLs.
The observations agree with recent theoretical calculations and angle-resolved photo-emission
experiments (ARPES) focusing on the 3D to 2D crossover for topological insulators [303,406].
For Bi2Se3, it was found that at 1 and 2 QLs, large energy gaps open up in both the bulk and the
surface states. For three QLs and larger, the size of the surface gap begins to lessen. Hence, the
correlation of the observed variation of the near-field response on the nanoscale with the predicted
and measured band-structure of the material represents an excellent example of how near-field
optical complements conventional macroscopic, spatially averaging sample characterization.

6.3. Domain imaging in ferroelectrics
This section describes the different methods by which FE domains can be imaged using near-field
optical techniques. Since FE domains differ in crystallographic orientation, but otherwise have
identical electronic and lattice structure, the optical contrast necessary for their identification and
imaging must therefore be based on the optical anisotropy between the different domains. Optical
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techniques for resolving domains include linear birefringence and other tensor-based selection
rules in, e.g., Raman scattering and nonlinear spectroscopy.

6.3.1. Ferroelectric domains and domain walls

A FE material is a material that exhibits a spontaneous electric polarization Ps that can be reversed
or reoriented by the application of an electric field E (poling). FEs have applications as, for
example, nonvolatile memory devices and optical frequency converters [407]. The spontaneous
polarization in the crystal is typically due to a relative structural displacement of the ions within the
unit cell [169], where the magnitude of the displacement is the relevant order parameter. The Curie
temperature TC defines the phase transition temperature above which the spontaneous polarization
is lost and the material turns paraelectric.

The net macroscopic polarization of a crystal is typically zero, due to domain formation
in opposite polar directions. These domains arise from the competition between electric field
energy, elastic energy, and domain wall energy, in order to minimize the total free energy of the
system [408]. In equilibrium, the minimum energy in the absence of any defects would correspond
to a single-domain configuration [169]. Such an equilibrium state is rarely achieved in a crystal
in the absence of an external field, but has been observed in highly conducting FEs [164]. The
domain walls are typically on the order of a few unit cells.

Domain structures and antiphase boundaries with typical dimensions ranging from 50 nm to
1 µm determine technologically relevant properties such as conductivity, leakage currents, and
field poling behavior [409–411]. Domain wall effects may be particularly significant in thin films,
as typically domain size scales with film thickness [412,413].

Since the first direct observation of FE domains in bulk BaTiO3 and KDP crystals, various
techniques that provide access to the topology of FE domains have been developed [169,414].
The scanning probe technique of piezoresponse force microscopy (PFM) can reveal nanoscale
information on surface FE domain configurations [415,416], by monitoring piezoelectric surface
displacements induced by the electrically biased probe tip [417–420]. While a powerful technique,
this is an indirect way of measuring the electric polarization, and for the case of several different
possible orientations of the spontaneous polarization, the results can be difficult to interpret.

The FE polarization in general gives rise to an associated anisotropic optical response wher-
ever the optical response couples at least to some extent to the FE lattice distortion or the
associated changes in the electronic properties. This is the case for a wide range of optical pro-
cesses with suitable contrast for domain imaging arising from changes in, e.g., phonon modes,
refractive index, electro-optic response, or crystallographic orientation. Both far-field and near-
field techniques based on these different optical properties can then provide FE domain imaging
contrast.

Perovskite BaTiO3. The FE perovskites are of particular significance as model FEs due to their
comparatively simple crystal structure [169]. An illustration of the prototypical perovskite ABO3

unit cell, with the A sites at the corners of the cubic lattice and the central B atom surrounded by
oxygens at face center, is shown in Figure 36(a). This crystal phase is observed in many materials,
including BaTiO3, PbTiO3, and SrTiO3. Also illustrated is the atomic displacement leading to the
tetragonal FE phase observed in BaTiO3 and PbTiO3. While this distortion is shown along the
crystallographic z-axis, the corresponding distortions along the x- and y-axes are energetically
equivalent.

Arguably, the most studied FE material to date has been BaTiO3. It has been of crucial signifi-
cance for the understanding of FE materials in general [169]. The tetragonal FE phase is observed
under ambient conditions and occurs at temperatures below TC = 393 K, above which it transi-
tions to the cubic paraelectric phase. Additional phases typical of perovskites are also observed,
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(a) (b)

Figure 36. Illustration of the prototypical perovskite ABO3 unit cell with the A sites at the corners of the
cubic lattice sites and the central B atom surrounded by oxygen octahedra (a). Also illustrated is the direction
of ion migration observed during the transition to the tetragonal FE phase in, e.g., BaTiO3 and PbTiO3.
Geometry of the experiment for the phonon Raman nanocrystallography TERS selection rules (b). The
incident light is focused onto the tip–sample gap and the tip-scattered Raman signal, here collected in the
backscattering direction, provides contrast via the phonon Raman anisotropy, reflecting different domain
orientations. Adapted from S. Berweger et al. Nat. Nanotechnol. 4 (2009), p. 496 [316].

with the orthorhombic phase observed below 278 K and the rhombohedral phase below ∼183 K.
While long thought to be a purely displacive FE, recent results indicate that BaTiO3 has a partial
order–disorder nature, renewing fundamental interest [421].

6.3.2. Raman Phonon Nanocrystallography

This section describes the application of TERS for imaging FE domains, using BaTiO3 nanorods
as a specific example [316]. Unlike molecular systems with localized vibrational modes, the
delocalized lattice excitation with its lattice momentum introduces a wavevector-dependence in the
phonon Raman response. As discussed previously, the combination of crystal orientation, incident
and detected k-vector, and polarization, allows for selection of specific Raman tensor components
which in turn reflect the crystal symmetry. Therefore, detection of certain combinations of LO and
TO phonon modes provides optical crystallographic information. With consideration of the light
polarization-dependent tip-enhancement, optical crystallography on the nanometer scale can be
performed.

In the first demonstration, BaTiO3 microcrystals were investigated, motivated by the question
of domain ordering in crystallites of sizes smaller than typical domain sizes in bulk material. With
increasing surface area to volume ratio, the increase of the surface depolarization fields is expected
to affect domain formation and phase transition behavior [178].

Selection rules for optical phonon TERS. The room temperature tetragonal FE phase of BaTiO3

has tetragonal symmetry with 4 mm (Schönflies: C4v) space group. It has three strong polar Raman
active modes, the A1 mode and two degenerate E1 modes [164] with tensors

A1(z) =




a 0 0
0 a 0
0 0 b



 , E(x) =




0 0 c
0 0 0
c 0 0



 , and E(y) =




0 0 0
0 0 c
0 c 0



 , (64)

where x, y, and z denote the phonon polarization directions along the corresponding crystallo-
graphic axes, as illustrated in Figure 36(a).

Taking into account the tip-enhancement, the effective polarization for the N th phonon mode
is Peff,N =←→F ←→R N

←→
F ′ Einc. For the specific laboratory frame coordinates shown in Figure 36(b),
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808 J.M. Atkin et al.

Table 1. Tip-enhanced phonon Raman selection rules for tetragonal BaTiO3. Here a crystal is
oriented parallel with respect to the incident and scattered light. For each domain, the crystal
coordinates are rotated to reflect the change in FE orientation (i.e. c ‖ z). Contributions under
the weakly enhanced sinsout configuration, or under oblique incidence (weak E LO mode) are
neglected. From Ref. [316].

q = ki − ks Mode ki(eies)ks ITERS Domain

q ‖ z ALO
1 z(yy)z̄ = pinpout ∝ |aLO|2(FpF ′p)

2 c

q ‖ y ATO
1 y(xx)ȳ = pinpout ∝ |cTO|2(FpF ′p)

2 ay′

q ‖ y ETO y(xz)ȳ = pinsout ∝ |cTO|2(FsF ′p)
2 ay′

q ‖ y ETO y(zx)ȳ = sinpout ∝ |cTO|2(FpF ′s)
2 ay′

q ‖ x ATO
1 x(zz)x̄ = pinpout ∝ |bTO|2(FpF ′p)

2 ax′

q ‖ x ETO x(zy)x̄ = pinsout ∝ |cTO|2(FsF ′p)
2 ax′

q ‖ x ETO x(yz)x̄ = sinpout ∝ |cTO|2(FpF ′s)
2 ax′

the input and output tip enhancement tensors
←→
F and

←→
F ′ take the form

←→
F =




Fs 0 0
0 Fp 0
0 0 0



 and
←→
F ′ =




F ′s 0 0
0 F ′p 0
0 0 0



 . (65)

The radial tip symmetry and the weak depolarization yield diagonal tensors. Fp ) F ′p and Fs ) F ′s
is a good approximation because of the generally lower phonon frequencies compared to molecular
modes and in relation to the possible tip plasmon linewidth [300].

Table 1 shows the phonon TERS selection rules for three distinct crystallographic orienta-
tions, representing the three possible orthogonal FE domain configurations, for the backscattering
geometry shown in Figure 36(b), with the incident and phonon Raman-scattered k-vectors approx-
imately parallel with respect to the sample surface. Domains oriented parallel with respect to the
length of the microcrystals are referred to as c-domains, while the ax′ and ay′ domains are oriented
perpendicular to c in the sample plane and along the surface normal, respectively. Modes only
present under the weakly enhanced sinsout configuration (e.g. ALO

1 for c-domain) have been omit-
ted, as well as the ELO mode, which is weak and only excited under oblique angle of incidence
(e.g. q ‖ x and x(zx)x̄) [164].

FE nano-domains in BaTiO3 microcrystals. Figure 37(a) shows a tip-enhanced phonon Raman
spectrum acquired on a BaTiO3 nanorod with unpolarized detection. The two main peaks are the
ATO

1 mode at 516 cm−1 and the ELO at 715 cm−1. Also contributing to the signal are the weaker
and spectrally unresolved ALO

1 mode at 727 cm−1 and the ETO at 487 cm−1 [422]. The observation
of the Raman-active LO modes is characteristic of the FE state. An approach curve, shown in
Figure 37(b), verifies the tip-enhanced near-field localization of the signal. A line scan across the
rod is shown in Figure 37(c) with the corresponding topography shown in white. The obtained
Raman enhancement of 104–105 is consistent with the typical field enhancement of the tips of
order F ∼ 10–20.

Imaging of FE domains in BaTiO3 is shown in Figure 38. Panel (a) shows the sf-AFM topog-
raphy of the BaTiO3 crystal with the corresponding spectrally integrated optical Raman signal (b).
In addition to the overall reduced signal observed with the tip positioned above the rod, a region
∼ 60 nm × 200 nm of significantly stronger near-field signal is seen.

With the incident k-vector oriented along the rod and on the basis of Table 1, it can be deduced
from the weak ALO

1 signal that most of the crystal has a c-domain orientation. In contrast, for
the ax′ and ay′ domain configurations, corresponding to domains oriented perpendicular to the
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(a) (b) (c)

Figure 37. Phonon Raman TERS spectrum acquired on top of a BaTiO3 nanorod with phonon mode assign-
ment (a). Corresponding tip–sample distance dependence (b). Spectrally resolved line scan across the BaTiO3
crystal (c) and topography (white line). Adapted from S. Berweger et al., Nat. Nanotechnol. 4 (2009),
p. 496. [316].

(a) (b)

(c) (d)

Figure 38. Shear-force AFM Topography (a) of a BaTiO3 microcrystal and the spectrally integrated TERS
image (b) showing FE domain contrast. (c) Cross-section along the dashed lines in panels (a) and (b). (d)
Domain assignment based on the Raman selection rules. See text for details. Adapted from S. Berweger
et al., Nat. Nanotechnol. 4 (2009), p. 496 [316].

length of the rod, the E(x)TO, E(y)TO, and the strong ATO
1 modes contribute. The main contrast

to distinguish the dark c- from bright a-domains arises from the phonon propagating parallel or
perpendicular with respect to the phonon polarization direction, exciting either the weak ALO

1 or
strong ATO

1 modes.
While a further distinction of the ax′ and ay′ domains is not possible in the backscattering

configuration, it is possible to identify the type of domain based on the shape. Since the domain
boundaries of 90◦ domains in BaTiO3 are oriented at 45◦ [169], the observation of a surface
domain boundary parallel to z is characteristic of an ay′ -domain. Thus, the domains are assigned
as shown in Figure 38(d). Cross-sectional plots of the topography (a) and optical signal (b) along the
respective dashed line and as shown in (c) further corroborates the domain assignment, showing a
domain-boundary-induced topographic feature [423]. As shown in Figure 38(c), the lateral spatial
resolution obtained is better than 30 nm.
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Unlike molecular systems that can benefit from large Raman cross-sections further increased
by resonant excitation, crystalline systems generally suffer from small Raman cross-sections. Even
for crystalline materials with very large Raman cross sections a volume of ∼1 nm3 is required to
obtain a cross-section comparable to that of a resonant dye molecule [315]. Nevertheless, from the
near-field Raman spectra as in Figure 37(a), such a small sample volume is sufficient to provide
simultaneous chemical identification as well as FE phase assignment. With only small changes
in the lattice constant arising from the FE distortion these can be difficult to resolve even via
high-resolution TEM, but can readily be identified due to the high symmetry selectivity of the
phonon Raman response.

The results show that while the rods are smaller than typical FE domains, they are not neces-
sarily single domain. This indicates that an increase in surface to volume ratios and the associated
increasing importance of the surface free energy, including adsorbates and surface defects, may
induce finite size effects on FE ordering.

6.3.3. Other techniques for near-field imaging of ferroelectric domains

FE domain contrast can also be achieved via the anisotropy of the microwave dielectric response,
the electro-optic response, and SHG with imaging capability in corresponding near-field imple-
mentations. In many early studies, however, the use of sometimes poorly characterized and
frequently polycrystalline samples, led to difficulties in distinguishing the optical FE contrast from
the influence of grains, defects, and the substrates to the near-field signal. Several recent studies
on well-defined samples have explored different promising new near-field contrast mechanisms,
including probing domain dynamics under external fields.

Linear optical response. The strain at domain walls leads to a small change in the index
of refraction, which can be detected through polarization sensitive measurements. This has been
demonstrated using NSOM in illumination mode with 633 nm light, on LiTaO3 crystals [424,425],
with a lateral resolution of about 200 nm. In collection mode, a higher resolution of∼100 nm was
achieved for LiNbO3 and LiTaO3, with a transmission geometry [426,427]. These experiments
provided demonstration of the capability for monitoring domain wall motion under externally
applied fields. The domain walls were observed to be pinned at defects and to bow around these
positions under the applied electric field [426].

Higher contrast and resolution can be obtained with IR s-SNOM, if the laser frequency is
tuned to be resonant with a specific optical phonon mode in the material. The FE polarization-
induced lattice change can lead to an anisotropy and dichroism or birefringence in the optical
phonon response. The associated frequency shifts of the phonon polarization with respect to
different crystallographic directions can be detected in the amplitude or phase of the near-field
signal at near-resonant infrared excitation. This was demonstrated for the case of BaTiO3 [428],
where εxx = εyy -= εzz, due to the tetragonal crystal structure, with the z-direction corresponding
to the crystallographic c-axis (Figure 39). From the phonon spectrum (c) of the different tensor
components it can be seen that there is a large contrast between εa (εxx) and εc (εzz) near a
wavelength of 20 µm, due to the proximity to the A1 and E TO modes. Figure 39(b) shows
the corresponding spatially resolved domains, imaged at two wavelengths, 17.2 and 16.7 µm.
At λ = 17.2 µm, the signal from a domains is resonantly enhanced and they appear bright. For
λ = 16.7 µm, the opposite situation applies and contrast is reversed.

It should be noted in general that the details of the contrast obtained, both in terms of ampli-
tude and phase, can sensitively depend on a range of experimental parameters. Those include
the dynamic variation of coupling with the tip-dither motion, the role of far-field interference
and surface reflection, details of the tip geometry affecting coupling and scattering, as well as
contributions due to variations in the surface topography.
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(a) (c)

(b)

Figure 39. Schematic of the experimental configuration for IR s-SNOM imaging of FE domains in BaTiO3
(a). IR s-SNOM contrast, (b) reflecting the alternation of a and c domains. Contrast reversal due to the phase
change in effective polarizability for the two different wavelengths used (red dashed lines in (c). Spectral
dependence of real and imaginary parts of dielectric function (c) with phonon polarization parallel and per-
pendicular with respect to the c-axis. (Adapted from S.C. Kehr, Phys. Rev. Lett. 100 (2008), pp. 256403 [428].
Copyright 2008 American Physical Society.)

Electro-optic domain imaging. The use of the electro-optic response (Pockels effect) for imag-
ing requires an external field, but can nevertheless be compatible with studying dynamical behavior
through careful demodulation of the signal response. With conventional tapping mode AFM
feedback and lock-in detection, s-SNOM implementations can resolve domains through a phase
contrast. A small AC modulation of a bias field can induce a 180◦ phase shift in the optical sig-
nal as the spontaneous polarization switches directions, and can be used to reveal 180◦ domains
perpendicular to the surface in bulk triglycine sulfate [429]. However, there are several possible
effects which can distort the FE response, for example, piezoelectric deformation and modulated
tip-sample coupling.

A similar detection mechanism, with transmissive geometry, was utilized in order to image
domains in BaxSr1−xTiO3 thin films [17,430]. Changes in the domain structure for different applied
fields confirmed the origin of the optical contrast. Subsequent measurements with a GHz modu-
lation generated by Ti:Sa pulses [431] enabled time-dependent measurements of the dynamics of
the FE domains with sub-picosecond temporal resolution.

SHG domain imaging. In the introduction to light–matter interactions (Section 3), it was noted
that SHG provides a direct probe of symmetry breaking associated with e.g. ferroelectricity. SHG,
therefore, provides a more specific mechanism for probing FE domains than linear techniques,
with higher contrast and without the need for demodulation, though with an overall weaker signal.

Measurements of near-field SHG using NSOM on FE single crystal samples revealed domain
walls and poling structures in LiNbO3 [192], with a spatial resolution of 150 nm. In this case,
no phase sensitive detection was employed and the contrast arose from the enhancement of the
SHG signal at the domain wall. The degree of contrast depended on the relative orientation of the
domain wall and SH polarization, with almost no contrast observed when the two were parallel.
The sensitivity of SHG to local crystal orientation was demonstrated on BaTiO3 and PZT thin
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films [432]. These experiments were in NSOM collection mode, and with careful polarization
analysis the direction of the FE spontaneous polarization could be extracted [338]. The use of
s-SNOM for SHG FE domain imaging has also been demonstrated [433]. This implementation
utilized a transmission geometry with tapping mode AFM and tungsten tip in order to investigate
SrsBa1−xNb2O6 thin films. The varying SHG signal again depended on local crystallite orienta-
tion, and it was not possible to extract additional orientational or FE information. However, this
geometry allows simultaneous near-field and transmission far-field imaging, making it possible
to separate and study surface and bulk effects.

While SHG s-SNOM is comparatively under-utilized it has significant promise as a probe of
correlated matter. The virtue of SHG as a coherent nonlinear optical technique is its sensitivity to
higher-order symmetry compared to linear optics, with the ability for phase sensitive detection.
This allows for discrimination between 180◦ FE domains, difficult with any other technique. We
discuss that in the context of imaging of magnetic and multiferroic material where the simultaneous
ability of SHG to be sensitive to any ferroic order in general could greatly expand capabilities of
tip-enhanced s-SNOM SHG.

6.4. Magnetic domain imaging
FM domain imaging was successfully demonstrated early in the development of near-field
microscopy, as the optical contrast is largely decoupled from topographic sample inhomogeneities,
in contrast to many other sample properties. The use of NSOM for domain visualization can be
very valuable, as the contrast does not rely on the presence of a possibly perturbing magnetic
field (e.g., magnetized tips in magnetic force microscopy). As a purely optical technique it is
non-perturbative, and allows for the study of domain dynamics. Both the magneto-optical Fara-
day effect and the magneto-optical Kerr effect can provide magnetic near-field contrast. Unlike
near-field electro-optical imaging (previous section), magneto-optical imaging does not require
signal demodulation, but its achievable spatial resolution in its s-SNOM implementation is low (as
discussed below). Magnetic SHG is also compatible with both fiber-based NSOM and apertureless
s-SNOM, and generally allows higher sensitivity and contrast.

6.4.1. Magnetic domains

Magnetic ordering arises from the interaction of atomic spins in unfilled d and f orbitals, and
therefore depends very sensitively on crystal structure. The most common form of magnetic
ordering is anti-ferromagnetism (a-FM), where in the simplest manifestation, adjacent spins are
aligned in anti-parallel directions. This produces symmetry-ordering behavior with no net magnetic
moment below the magnetic ordering (Néel) temperature TN. Ferromagnets possess a spontaneous
polarization below the Curie temperature TC, analogous to the FE polarization discussed in the
previous section. All magnetically ordered materials can be assigned to a magnetic point group,
based on the symmetries of their spin ordering [136]. In particular, time reversal is equivalent to
spin reversal, providing another symmetry element in combination with the geometric symmetry
elements. The broken time-reversal symmetry of spins can be illustrated by the Faraday effect,
where the sign of the induced optical polarization rotation depends only on the direction of the
B field, through the local sample magnetization M, but not the direction of light propagation.
Similar to the case of FEs, domains with uniform magnetization or a-FM spin direction form even
in otherwise homogeneous materials in order to minimize total energy [413]. The domain sizes
are usually on the order of 1 µm–1 mm, but this varies significantly depending on bulk or thin
film samples, crystallinity, etc. In contrast to FE domain walls, magnetic domain walls typically
have a width of several hundred lattice constants, due to the spin interaction energy opposing an
abrupt transition in magnetization orientation. Understanding of the nucleation of these domains,
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the effects of domain walls, and interaction with grains in polycrystalline materials are important
for memory storage applications.

6.4.2. Magneto-optic domain imaging

The contrast in magneto-optic domain imaging arises from polarization effects due to off-diagonal
components in the permittivity tensor (Section 3.2). For magnetization m along the z-axis, the
permittivity tensor has the form

←→ε =




εxx 0 0
0 εyy 0
0 0 εzz



 +




0 −im 0

im 0 0
0 0 0



 . (66)

The imaginary off-diagonal elements cause a rotation in the polarization of light on transmission
through a material (Faraday effect) or reflection off a surface (Kerr effect), which can then be
converted to a contrast image through input and output polarizers.

Measurements of ferroic order in the near-field were performed soon after the invention of
the NSOM, using illumination mode to image the stripe domain pattern in a thin film of yttrium
ion garnet (YIG) [8]. Domain contrast was obtained due to the rotation of the polarization from
the magneto-optical Faraday effect, detected through polarization analysis, with 30 nm spatial
resolution [8,434,435]. This was followed soon after by the demonstration of writing and reading
magnetic domains in a Co/Pt thin film with NSOM [434]. However, the high laser power required
for the writing process may have led to tip damage from the temperature increase, and these
experiments proved difficult to reproduce.

Subsequent measurements based on the Faraday effect have resolved domain structure with
< 100 nm spatial resolution in a variety of magnetic systems [436–442]. The resolution that can
be achieved in these experiments is very sensitive to the angle of incidence, the relative angle of
magnetic domain walls, the polarization of light, and the thickness of the magnetic film [443].
The wide angle at which light is emitted from the tip aperture also tends to lead to “smearing”
at domain walls and therefore reduces the spatial resolution [444]. While this form of NSOM
implementation is sensitive to magnetization out of the plane of the sample (the polar magneto-
optical effect [445]), the in-plane magnetization is more difficult to study [446]. Furthermore, many
of these measurements were on rough thin films, leading to topographic crosstalk, and difficulty
interpreting results. Also, there is some degree of depolarization of the light propagating through
the fiber [437,439], and the probe tip can also cause a large amount of depolarization [439], thus
reducing sensitivity and achievable contrast.

Another approach is to take advantage of the time-reversal asymmetry associated with mag-
netic phenomena. The Sagnac interferometer relies on the interference between two beams which
counter-propagate within a fiber (see Figure 40(a)) [447], where a phase difference can be induced
due to the breaking of time-reversal symmetry, translating into an intensity change at the detec-
tor [448,449]. Sagnac interferometric near-field imaging is insensitive to any optical birefringence
in the fiber, compared to standard MOKE techniques. However, the need for simultaneous detec-
tion and illumination via the NSOM tip does limit the intensity with radiation coupling in and
out of the aperture. A typical experimental implementation for Sagnac interferometric near-field
imaging is shown in Figure 40(a). A topographic (b) and near-field image (c) of a TeFeCo hard
drive, using this technique, shows the written magnetic bits as dark regions.

One of the difficulties of linear magneto-optical NSOM is detecting in-plane components of the
magnetization at normal incidence. This is due to the fact that while it is possible to have polariza-
tion control of the illumination, in NSOM collection mode predominantly in-plane polarized waves
will couple into the fiber [446], but only the out-of-plane waves will produce a magnetic signal
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(a)
(b)

(c)

Figure 40. Schematic of Sagnac interferometer, with clockwise and counter-clockwise beam paths, coupled
to a shear force AFM for near-field magneto-optical imaging (a). Shear-force topography (b) and optical
image (c) of a TeFeCo hard disk. The scan size is 14× 14 µm. Dark areas represent the written magnetic
bits. (Adapted from A. Bauer et al., J. Microsc. 194 (1999), pp. 507–511 [447]. Copyright 1999 Wiley.)

for in-plane magnetization. Apertureless s-SNOM can nominally detect all polarization compo-
nents, but with the selective field enhancement for p polarization, the geometry is more sensitive
to the in-plane magnetization. However, in the linear magneto-optical implementation s-SNOM
suffers from unexpectedly low resolution. The highest yet reported resolution for an apertureless
magneto-optical measurement is only ∼200 nm, while fiber-based NSOM has already achieved
∼20 nm [442,450–452]. This loss of spatial resolution with s-SNOM arises from the interaction
of electromagnetic modes at the apex of the tip with the sample magnetic response. The most
confined m = 0 mode provides a singularity at the tip which enables the typically high spatial
resolution in s-SNOM measurements. However, this mode will not contribute a magneto-optical
signal due to the axial nature of the magnetic field. The signal arises from higher order, much less
spatially confined modes [443] and the achievable resolution is lower. Thus, while for almost all
near-field applications, s-SNOM provides considerable advantages over fiber-based NSOM, this
is not the case for linear probing of magnetic fields. The magneto-optical s-SNOM implementa-
tion may benefit from engineered tip geometries, for example, with enhanced tip-perpendicular
polarization sensitivity [232].

6.4.3. Magnetic SHG domain imaging

In contrast to linear optical techniques for magnetic-domain imaging, magnetic second harmonic
generation (MSHG) provides high contrast and sensitivity to essentially all forms of magnetic
ordering. Soon after the invention of NSOM, the possibility of using nonlinear processes attracted
interest, in particular, because of the surface selectivity of SHG for media with bulk inversion
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symmetry [453,454], including the case of MSHG. SHG implementations of near-field microscopy
allow enhanced sensitivity to magnetization orientation, but care must be taken to account for
depolarization effects from the tip (including imperfections of radial symmetry) and the distortion
of the electromagnetic interaction between the probe tip and surface. While the field enhancement
effect is generally small for NSOM fibers and typically can be neglected in linear measurements,
the high intensities required for nonlinear characterization can lead to substantial modifications
in SH generation [338,432,455].

Second-harmonic near-field imaging was demonstrated using NSOM in collection mode with
uncoated glass fiber tips in order to reduce probe heating issues [456]. The intensity variations in the
SH signal on a Ni(100) surface, with few micrometer size, were concluded to represent magnetic
domains with different orientations of magnetization. These domains were not correlated with
topographic features and could be manipulated through an external field. Additionally, the domain
wall transition region was found to be approximately 150 nm, close to the Bloch wall thickness.
Subsequently, the ability of SHG NSOM to study in plane magnetic domains was demonstrated
on garnet films in transmission [457], and Co thin films [458].

6.5. Multiferroics: Coupled ferroic order and domains
In the previous sections, we have discussed the application of s-SNOM in different optical imple-
mentations which allow for probing of FE and magnetic order by taking advantage of optical
anisotropies associated with specific tensor-based selection rules, enhanced and modified by the
tip symmetry. One unique yet poorly understood class of correlated matter are materials that exhibit
multiple ferroic order parameters simultaneously, associated with highly complex domain patterns
and coupling between the ferroic orders. Here, the application of s-SNOM, in particular, in com-
bination with nonlinear optical probing which can be sensitive to those coupled order parameters,
could prove very powerful in determining the underlying microscopic processes responsible for
the multiferroic behavior.

In a multiferroic material at least two types of ferroic order coexist in the same phase, such as
FE, FM, or ferroelastic [241]. Of particular fundamental and technological interest are materials
which display FE and some form of magnetic ordering simultaneously. These could possess large
magnetoelectric coupling, so that a magnetic field can tune the electric polarization and an electric
field the magnetic ordering [459,460]. Multiferroics have intensively been studied in recent years
for their potential spintronics and storage applications [461,462]. However, intrinsic multiferroic
materials are rare, due to the competition between the standard mechanisms for FE and FM
ordering. Typically, magnetism occurs in metallic materials with unpaired, localized electrons,
whereas conventional ferroelectricity preferentially arises in dielectrics from the displacement of
cations with empty d shells, such as Ti4+ in BaTiO3 [463,464]. Despite this apparent tendency
for these different order phenomena to exclude each other, multiferroicity is allowed in certain
classes of materials, the most common of which are the hexagonal manganites, such as YMnO3

(discussed in Section 6.5.1), in addition to bismuth ferrite BiFeO3.
As is the case in FEs, domains and domain walls are known to play a critical role in determining

macroscopic properties in multiferroics, but their formation, density, and dynamics are poorly
understood. In multiferroics, depending on the energy associated with coupled versus free domain
walls, the coexistence of electric, elastic, and magnetic ordering can be complex. The ability to
study domains with a technique simultaneously sensitive to several ferroic phases, in particular
FE and magnetic ordering, is therefore highly desirable for the understanding of the driving
mechanisms behind the coupled order parameter in multiferroics.

In the following sections, we provide background on the hexagonal manganites and their
microscopic properties, as a system where nonlinear s-SNOM has already demonstrated its power
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(a)

(b)

(b)

(c)

Figure 41. Lattice structure of YMnO3 in the FE phase (a). The canting and rotation of the MnO5 polyhedra
in the center and the associated displacement inY breaks the inversion symmetry and produces the FE phase.
Possible spin configurations for a-FM ordering (b), and their associated space groups. (Adapted from M.
Fiebig et al., J. Opt. Soc. Am. B 22 (2005) pp. 96–118 [51]. Copyright 2005 Optical Society of America.)

for imaging complex nanometer scale domain structure, and can provide further information that
is difficult to access with conventional microscopy techniques.

6.5.1. Hexagonal manganites

The hexagonal manganites are a subclass of the RMnO3 system, where R is a large lanthanide
or alkaline earth metal. For R atoms with radius smaller than Ho (R = Sc, Y, Ho, Er, Tm, Yb,
Lu, Dy), the structure is non-centrosymmetric hexagonal, with space group P63 cm (point group
6 mm). These materials have attracted interest as one of the few known systems where electric
and magnetic ordering are intrinsically not contradictory.

The FE ordering (TC ∼ 570–990 K) is of an unconventional, geometric nature, arising from
the distortion and trimerization of Mn3+O5 polyhedra. The associated corrugation in the rare earth
R3+ ions lowers the symmetry and induces a spontaneous polarization along the hexagonal c-axis
Ps = (0, 0, Pz) [284,465] (Figure 41(a)). The value of the spontaneous polarization in YMnO3

was measured at 5.5 µC/cm2 [466] for an epitaxially grown film, and a value of 6.2 µC/cm2 was
theoretically derived [467]. For comparison conventional perovskite FEs have values nearer to
25 µC/cm2, the value for BaTiO3.

At a Néel temperature of 60–130 K, the Mn3+ ions, in a high spin s = 2 state, become anti-
ferromagnetically ordered in the xy plane, with four possible triangular magnetic symmetries
(denotedα1, α2, β1, andβ2), shown in Figure 41(b), and another four “transitional” structures [468].
Only the α symmetry has been observed in RMnO3 systems using far-field SHG [198,468], with
magnetic space groups P63cm and P63cm. These two α structures differ only in the orientation of
the spins with respect to the crystal x-axis, which can be probed using SHG through the choice of
polarization, but cannot be easily distinguished using standard diffraction techniques [469].

6.5.2. Domain coupling in hexagonal manganites

As discussed in Section 3.2, SHG is unique in its sensitivity to both FE and a-FM order parameters.
The use of far-field SHG in the study of the hexagonal manganites demonstrated the importance
of domain walls to magnetoelectric coupling in these materials [51,198]. As shown in Figure 11,
in poledYMnO3 crystals the walls of macroscopic FE domains coincide with a-FM domain walls,
with additional free a-FM domains. This means that any reversal of the FE order parameter is
correlated with a reversal of the a-FM order parameter, but the mechanism for this coupling is
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Figure 42. TEM (a), conductive-AFM (b), topographic (c), and PFM (d) scans showing the cloverleaf
domain structure associated with coupling of structural and FE domain walls. The vortex patterns arise from
the meeting of six domains, with three structural domains combining with the two FE polarizations. (a), (b),
and (c) reprinted by permission from Macmillan Publishers Ltd: T. Choi et al., Nat. Mater. 9 (2010), pp.
253–258 [69], copyright 2010, (d) adapted from T. Jungk et al., Appl. Phys. Lett. 97 (2010), p. 012904 [101],
copyright 2010 American Institute of Physics.

not well understood. A domain wall-mediated interaction has been proposed as a mechanism for
coupling, but it is not clear how the interaction is affected by the different standard sizes of FE
and a-FM domain walls (∼10 unit cells versus ∼1000 unit cells).

In YMnO3, recent studies of the FE domain structure have found intriguing structural details
of the domain order on short length scales. Complex topological and FE interactions lead to
persistent vortex-like nanoscale domain structures, shown from conductive AFM and TEM [470]
and piezoresponse force microscopy (PFM) [101] in Figure 42. The domain features are stable
topological defects that cannot be readily removed by poling, and represent a fundamentally
different texture compared to conventional FE domains [471], demonstrating that the microscopic
basis for the macroscopic domain wall pinning observed in Figure 11 is not trivial.

These studies highlight the importance of spatially resolved investigation of both FE and a-
FM properties on the single-domain level and especially at domain walls, in order to investigate
conduction, magnetoelectric coupling, and the impact of domain wall movement and hysteresis
on the macroscopic properties.

6.5.3. SHG s-SNOM imaging

The combination of SHG with tip-enhanced s-SNOM can provide information about multiple
intrinsic ferroic parameters simultaneously, with high spatial resolution, and is therefore ideal for
the investigation of multiferroic materials. The high ferroic contrast and spatial resolution has been
demonstrated in SHG s-SNOM by performing FE domain imaging in single crystal YMnO3 [14].

The hexagonal 6 mm crystal class has non-zero second-order susceptibility components χ(i)
xzx =

χ(i)
yzy, χ(i)

xxz = χ(i)
yyz, χ(i)

zxx = χ(i)
zyy, and χ(i)

zzz. Therefore, the second-order polarizability induced within
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Figure 43. Experimental setup for the SHG near-field imaging of YMnO3. The fundamental incident light,
with dispersion compensation, is focused onto the tip–sample gap, and the backscattered SHG is filtered
and spectrally analyzed using an imaging spectrometer or integrated by means of an avalanche photodiode
and detected with a photon counter. A far-field SHG polarization anisotropy (i) shows two-fold symmetry,
dominated by susceptibility component χzxx . This is consistent with the spectral dependence of the YMnO3
susceptibility components (ii)[51], where χzxx is approximately 10× the magnitude of χzzz and χxzz at the
Ti:S energy of ∼3 eV.

the crystal takes the form

Px[2ω] = 2ε0χxxzEx[ω]Ez[ω], (67)

Py[2ω] = 2ε0χxxzEy[ω]Ez[ω], (68)

Pz[2ω] = 2ε0χzxx(E2
x [ω] + E2

y [ω])) + χzzzE2
z [ω]. (69)

Here Ei(ω) (i = x, y, z) are the components of the optical electric field of the fundamental light.
Figure 43(ii) shows the spectral dependence of the χxxz, χzxx, and χzzz components, demon-

strating that for the 1.5 eV fundamental beam utilized in this experiment, the χzxx term dominates
and is therefore the best component for the near-field domain imaging. The spectral dependence
of the different susceptibility components arises from the allowed electric dipole transitions [198].

The geometry of the experiment is shown in Figure 43, with an x-cut crystal orientation. As
discussed earlier, the polarization directions of both fundamental and detected SH beams are
defined with respect to the plane spanned by the tip axis (here also the x-axis of the YMnO3

sample): p-polarized when contained in the plane of the tip axis and incident k-vector, and s-
polarized when orthogonal to this plane. The sample is aligned such that p-polarized input light
has components in the x- and y-crystallographic directions E = (E sin(70◦), E cos(70◦), 0). This
orientation selects for the χzxx and χzyy tensor components. Though these have the same magnitude,
the χzxx term will dominate because of the larger magnitude of Ex and since the tip predominantly
enhances the field component oriented along its axis.

In this configuration, the tip and sample SH contributions can be readily distinguished through
polarization analysis. For unpolarized detection (Figure 44, left panel), the highest SH intensity
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(a) (b) (c)

(d) (e)

Figure 44. Orientation of tip, sample, and incident and SHG polarizations (a). SHG signal for p-polarized
input (b), necessary for efficient excitation of the noble metal tip. s-polarized output allows probing of the χ

(i)
zxx

susceptibility component, while p-polarized output is a purely tip response for YMnO3 at room temperature.
Increase in SHG signal on approaching the YMnO3 sample (c), showing the near-field response for <30 nm.
Domain maps showing the contrast obtained from the change in phase associated with the direction of
spontaneous polarization. s-polarized output (d) selecting χ

(i)
zxx , and p-polarized with only the tip response

and no domain contrast (e). The lower panels show a scan with the sample slightly tilted with respect to
the incident axis, demonstrating that the domains do not arise from an imaging artifact. (Adapted from C.C.
Neacsu et al., Phys. Rev. B 79 (2009), p. 100107 [14], copyright 2009 by the American Physical Society
and C.C. Neacsu, Tip-Enhanced Near-Field Microscopy: from Symmetry Selectivity to Single Molecule
Sensitivity, Humboldt Universitat, Berlin, 2008 [473].)

is observed when the fundamental light is p-polarized. The SHG from the tip itself is observed for
both fundamental and detected SH beams polarized along the tip axis (pin − pout). On the sample,
this would probe the χxxx tensor component, which is zero for room temperature YMnO3. This
shows that the crystal is in the PM phase at room temperature, as expected. Low-temperature
measurements would allow for probing of the a-FM order, as discussed below.

The s-polarized tip-scattered SH signal displays a large FE imaging contrast as shown in
Figure 44. The spatial variation of the SH response has periodicity approximately hundreds of
nm. This variation is attributed to the presence of the 180◦ FE domains inYMnO3, where the spon-
taneous polarization has the same magnitude and only changes sign. In this case, the image contrast
arises from a local interference between the far-field reference SH signal and the near-field SHG,

I[2ω] ∝ |PFF[2ω] ± Ploc[2ω]|2, (70)

where the ± arises from the change in spontaneous polarization direction in adjacent domains. A
scan of the same region with pin − pout polarization shows no contrast, as expected. Also shown
in Figure 44 is a scan with the sample rotated so that its z-axis makes an angle of approximately
10◦ with the scanning direction (horizontal in the images). The observed optical features maintain
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their alignment along the FE axis of the crystal, demonstrating their sample intrinsic nature and
ruling out any artifact arising from possible far-field interference effects [472].

The same experimental design can be extended to probe a-FM order inYMnO3 below the Néel
temperature of 76 K. So far, only the α spin-order symmetry, shown in Figure 41 has been observed
in YMnO3 [468]. The non-zero χ(c) tensor components associated with the α1 spin symmetry are
χxyy = −χxxx = −χyxy = −χyyy. Therefore, it would be possible to probe the a-FM order also in
this geometry, for example, by selecting χxxx with the pin − pout polarization configuration. In
this way, the domain behavior of both FE and a-FM orders and their relationship can be studied,
providing an important technique for elucidating the nature of domain wall magneto-electric
coupling within these materials. Additionally, while FE domain walls are typically too small to
be resolved with s-SNOM, this is not true for a-FM domains, and in the case of multiferroics
and coupled domain walls s-SNOM may provide not only single-domain information but also the
ability to probe the localized properties of domain walls.

7. Perspective for s-SNOM for nanoscale materials science
In the previous sections, we have discussed a range of possible applications of s-SNOM, with
a focus on the investigation of nano-scale phenomena in correlated and other complex matter.
The general compatibility of the technique with essentially any form of coherent and incoherent
spectroscopy allows the choice of an optical process which couples selectively to specific elec-
tronic, spin, or structural material properties. Despite this unique potential and many successful
demonstrations of s-SNOM, the technique is in several ways still in its infancy and has not yet
reached its potential in terms of selectivity, specificity, and sensitivity.

In this section, we discuss future prospects and outstanding challenges in the application of s-
SNOM. This includes the possible extension of s-SNOM into the ultrafast regime, the combination
with low temperature and external electric and magnetic fields, optical antenna engineering of tips,
and enhanced near-field selectivity and contrast.

7.1. Ultrafast s-SNOM
Characterizing the coupled electron, nuclear, and spin dynamics in correlated matter is the goal
of ultrafast spectroscopy. The time scales of these dynamics range from a few femtoseconds
(electronic dephasing) to nanoseconds (spin dynamics). The ability to perturbatively excite the
material on time scales shorter than the underlying correlation dynamics and monitor its subsequent
temporal evolution provides a means to disentangle interactions through the different time scales
associated with electron, phonon, and spin coupling [474–481]. Many coherent and incoherent,
linear and nonlinear, wavemixing and pump–probe techniques have been developed over a wide
range of wavelengths from the THz to the XUV, addressing dynamical processes in matter with
time scales down to the attosecond regime. With s-SNOM, many of these techniques could be
extended into the nano-scale, allowing the study of the elementary excitations not only on their
characteristic time but also on the length scales given by spatial and temporal electron, spin, and
lattice correlations. In particular, the nanoscale PS and domain order in correlated materials makes
it desirable to perform ultrafast investigations within a homogeneous phase or domain region, with
nanometer spatial resolution.

However, compared to ultrafast X-ray, electron diffraction, or photoemission electron
microscopy, which have already demonstrated their potential for addressing ultrafast dynamics
on the nano-scale, ultrafast s-SNOM is still relatively underdeveloped. In this section, we discuss
the possible extension of ultrahigh spatial resolution optical near-field microscopy to ultrafast
spectroscopy for spatio-temporal imaging. The broad spectral range of s-SNOM enables direct
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probing of electronic and lattice excitations and their dynamics in the meV to eV range, where
the information gained can complement the alternative X-ray/XUV or electron-based ultrafast
nano-spectroscopy and -imaging techniques.

Electron spectroscopies are at an advantage compared to optical imaging with regard to sensi-
tivity and spatial resolution, since the short de Broglie wavelength provides intrinsic high spatial
resolution. In addition, both electron scattering and electron tunneling are governed by a strong
Coulomb potential interaction and are readily detectable, with higher sensitivity on the single
particle level compared to optical signal detection. Ultrafast electron diffraction and imaging can
directly monitor the lattice structural evolution after an ultrashort perturbation of the system. It has
the potential to probe the dynamics in space and time with the desired high spatial and temporal
resolution [482–486]. The combination of femtosecond excitation with the high spatial resolution
of photoemission electron microscopy (PEEM) is developing rapidly [487–491].

Similarly, X-ray diffraction and imaging benefit from high intrinsic spatial resolution and
high photon energy, albeit a weaker interaction strength than electron methods. The emergent
techniques of ultrafast electron diffraction, ultrafast STM, ultrafast photoemission, and ultrafast
X-ray imaging thus have very high promise for the study of correlated matter. Significant progress
has also been made recently in time resolved X-ray diffraction and imaging [492–501].

The desire to combine short pulse spectroscopy with STM, providing the ability to probe and
manipulate matter on the atomic level, led to several proposed schemes for ultrafast scanning
probe microscopy [502–504]. Concepts based on measuring the potential transient in the STM
tunneling junction, i.e., a laser-induced tunneling current modification [505,506] suffer from the
convolution with a transient thermal expansion of the tip due to the short tip–sample interaction
range in tunneling. Recent and more refined approaches [104,507–509] show more promise and
also reach the desired sub-picosecond regime.

The main experimental challenge for all optical spatio-temporal imaging as enabled by s-
SNOM is that in any form of microscopy an increase in spatial resolution is associated with a
decrease in probe volume (image pixel) and therefore signal. The implementation of spectroscopic
imaging to also obtain spectral information requires additional dispersion of the signal, either spa-
tially or in phase for direct or interferometric spectral information, thus increasing the measurement
time. In the extension into the time domain, the signal is spread into a parameter space of time,
spectral, and spatial dimensions, and is further reduced by the fact that the driven population or
coherence excitation only encompasses a subensemble (depending on pump intensity) of the sam-
ple. This highlights the need for improved s-SNOM sensitivity, discrimination of background, and
choice of laser source with optimized irradiance (power/bandwidth) and repetition rate matching
the desired resonant sample- or structure-specific excitation and its dynamics.

Conventional aperture-based near-field microscopy using tapered optical fibers has suc-
cessfully been combined with femtosecond spectroscopy to probe exciton dynamics in low-
dimensional semiconductors [510]. Facilitated by the large transition dipole moment of the exciton,
carrier diffusion [511], exciton spin dynamics [512], and coherent exciton dynamics could be
observed [513]. However, the requirement to pass the laser pulse through an optical fiber makes
this approach difficult. The higher-order dispersion of optical fibers is difficult to compensate,
even with the latest laser pulse-shaping techniques. Together with the narrow spectral bandwidth
and the low sensitivity of aperture probes it proved difficult to exceed 150 fs temporal and 150 nm
spatial resolution [514]. While new aperture designs integrated into cantilever AFM tips would
make the application to a broader range of materials and implementation of different time resolved
spectroscopies feasible, low sensitivity, bandwidth, and polarization control ultimately limit the
potential of NSOM [515].

As discussed above, the linear and nonlinear near-field light–matter interaction in s-SNOM
provides nanometer spatially resolved imaging with sensitivity to multiple order parameters
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822 J.M. Atkin et al.

Figure 45. Concept of spatio-temporal s-SNOM implementing femtosecond pump–probe schemes for ultra-
fast spectroscopic nano-imaging. The local read out of the induced spatio-temporal optical polarization
distribution P(t, r) via the radiating polarization response R(t, τ) provides insight into the ultrafast relaxation
at each scan point.

simultaneously. Two effects are particularly favorable in s-SNOM for achieving the required
sensitivity to allow combination with ultrafast techniques. The local field enhancement associated
with plasmonic modes of the tip provides for a strongly enhanced local near-field tip–sample
polarization. Related to this mechanism is the enhanced coupling of the antenna mode of the tip
mediating the enhanced radiative emission between the nanoscale quantum excitation and the
far-field density of states [516]. This enhanced coupling gives rise to a sensitivity much higher
than conventional far-field microscopy when normalized to the number of excitations probed per
surface area, as exemplified by, e.g. single molecule sensitivity in TERS.

All favorable attributes of continuous wave and static s-SNOM are preserved in extending
to ultrafast excitations, including discrimination of competing order parameters and coexisting
phases, even under high magnetic and electric field stimuli. s-SNOM and tip-enhanced spec-
troscopies are fully compatible with essentially all forms of coherent and incoherent ultrafast
wave-mixing and pump–probe techniques. As shown conceptually in Figure 45, a single pump
pulse or combination of several pulses drives a nonequilibrium excitation in the sample, as
expressed via an induced optical polarization density distribution P(t, r). Its evolution in space
and time is detected by the tip-scattering of the probe pulse, providing an optical signal that car-
ries a signature of the localized response function R(t, τ) for each sample position. The response
function can be reconstructed by varying the probe pulse time delay, with a combination of suit-
able heterodyne or homodyne signal detection methods. Some of these features have already been
demonstrated conceptually in first applications [273,342,517].

Significant outstanding challenges involve the synchronization and time gating of the ultrafast
laser pulses with the mechanical cantilever motion in dynamic force microscopy. Several modu-
lation schemes between laser and cantilever already developed for continuous wave spectroscopy
can be refined and enable more specific extraction of the near-field optical response [518]. Aspects
of duty cycle, an upper fluence limit for the diffraction limited focused pump pulse at the tip, and
recovery time of the non-equilibrium excitation call for an optimized laser repetition rate (prefer-
ably in the 10 kHz to few MHz range). However, rapid progress in laser source and scanning
probe microscopy developments help in the development of femtosecond s-SNOM as a universal
technique.

7.2. Tip-sample coupling and spectroscopic s-SNOM signal interpretation
Extracting specific nano-scale spectroscopic information about electronic and lattice excitations
and their polarons requires an optical signature that directly reflects the underlying transition
frequencies and intrinsic lineshapes. However, the mutual optical polarization induced between the
tip and the sample can distort this lineshape in several ways and make signal interpretation difficult.
In particular for coherent spectroscopies in s-SNOM, just like any other experimental configuration
that involves reflection and diffuse scattering [270], the signal response includes a superposition
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of the intrinsic material dielectric function with both resonant absorption and dispersion as well as
non-resonant terms and extrinsic tip size and geometry effects. The combination of these gives rise
to dispersive lineshapes of the scattered light from the induced coupled tip–sample polarization,
which do not allow for the direct mode and linewidth assignment from the measured spectral
characteristics. For the correct mode assignment and comparison with far-field measurements of
the near-field spectroscopic Drude response, localized molecular vibrations, optical phonons, or
polaritons (excitons, phonon-polaritons, magnons, etc.), it is critical to deconvolute the tip- and
substrate response and their coupling. This can be challenging as it requires details of tip geometry,
focus conditions, and scattered light collection.

Several increasingly refined models have successfully been applied to describe the tip-sample
coupling [264,269,271]. From the combination of phase and amplitude measurements of the s-
SNOM response the near-field spectra could be traced to the underlying, e.g., IR phonon polariton
resonance with increasing precision. For weakly dispersive vibrational resonances, it could be
shown that the spectral phase is reminiscent of the phonon absorption spectrum [272]. This spectral
phase approximation is particularly valid for molecular resonances over a wide parameter range
and the near-field phase spectra directly reflect vibrational energy and intrinsic line width [273].
The combination of broadband femtosecond mid-IR excitation with interferometric heterodyne
detection thus provides for a compellingly simple way for the direct comparison of IR vibrational
s-SNOM spectra with IR absorption or ellipsometry spectra (Im[ε(ω)]).

The extension of this femtosecond IR approach to other coherent s-SNOM techniques should
be possible. However, a concerted effort for the combination of precise s-SNOM spectroscopic
measurements, appropriate numerical and analytical models describing the tip–sample coupling,
and exploration of alternative s-SNOM illumination and detection schemes might be needed.

Other effects related to the near-field tip–sample interaction that would need consideration
(depending on the specific optical process) include perturbations of the intrinsic resonance prop-
erties (e.g., AC Stark effect) in the presence of large continuous wave or transient (short pulse
excitations) field enhancements. This is, in particular, true in the case of large laser fields when
driving higher-order nonlinear excitations beyond the perturbative regime.

Similarly, yet little understood, are possible effects as a result of large spatial gradients in the
optical near-field. Field gradients in the regime of the spatial extent of the vibrational or electronic
mode may lead to changes in the selection rules for quantum state transitions (IR and Raman
selection rules, excitons) and multipole excitations beyond the dipole approximation.

The metallic and antenna properties of the tip can critically affect the spectral line width and
its underlying dephasing time measured in s-SNOM. In the case of efficient coupling of the driven
material’s excitation to the polarizability of the tip, enhanced energy transfer and non-radiative
damping and ohmic loss into the metal can lead to a decrease in excitation lifetime, and a decrease
in radiative emission [519,520]. Similarly, there is the possibility of enhanced radiative decay
mediated by the optical antenna properties of the tip, in particular, in the infrared [273,516]. This
would lead to an increase in emission intensity with a decrease in dephasing time. These effects
pose challenges for ultrafast s-SNOM where the presence of the tip alters the branching ratios
of different decay channels, and possibly even the intrinsic dynamics, which would need careful
calibration and control experiments.

7.3. Increased sensitivity and contrast
Pushing the sensitivity of spectroscopy and imaging techniques to the single molecule, single
defect, trace element/doping, or single nanostructure has been the goal in many of the microscopy
technique developments. Single molecule [521] and even intramolecular [522] spatially resolved
vibrational spectroscopy was accomplished more than a decade ago by inelastic electron tunneling
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spectroscopy. However, this approach requires ultra-high vacuum, conducting samples, and cryo-
genic temperatures. Single molecule IR s-SNOM can provide the optical analog, for molecular
and optical phonon spectroscopy. While TERS has reached the monolayer and single molecule
limit [237,253,300], the sensitivity of IR s-SNOM has been limited to molecular sample vol-
umes of tens of nanometers in size [523–525] despite orders of magnitude larger cross sections
(∼ 10−18 cm2/molecule for IR versus ∼ 10−30 cm2/molecule/sr for Raman), in part due to low
IR detection sensitivity, lack of suitable IR laser sources, and interfering background signal.

Improving sensitivity, contrast, spectral information, and spatial resolution of IR vibrational
spectroscopy and microscopy has been a long standing desire and challenge. Combining broadband
laser excitation with optimized spectral irradiance (power/area/bandwidth) and both tip- and
substrate enhancement, many opportunities exist for pushing the sensitivity beyond the state of
the art, and possibly into the single-molecule regime for the case of IR and nonlinear optical
techniques (with stimulated Raman scattering a strong candidate).

Sensitivity in any spectroscopy is ultimately linked to signal contrast. With conventional far-
field excitation of the tip-apex region in s-SNOM, the discrimination of far-field background
from an extended sample area orders of magnitude larger than the nano-confined region at the
tip apex has been a challenge in general. In particular, in elastic light scattering s-SNOM, near-
field extraction is difficult and requires different modulation schemes, typically with a homo- or
heterodyne reference field (as discussed in Section 5). Separating the near-field signal from a
resonant and non-resonant background in the time or frequency domain is possible in some cases.
While large field enhancements improve the contrast in particular in tip-enhanced Raman and
especially nonlinear optical probing, it would be ideal for improved contrast to limit the optical
excitation a priori to the region of the tip apex.

Progress towards this goal has been made by the implementation of adiabatic SPP nanofocusing
on a tip to achieve a non-local and spatially confined excitation at the apex. In plasmonic nanofo-
cusing a conical noble metal waveguide is used to concentrate a propagating surface-confined SPP
into the apex of the structure, generating a spatially localized excitation with intrinsic nanome-
ter confinement [526,527]. The propagating surface waves provide the spatial separation of the
illumination source and the apex-confined excitation and thus eliminate or reduce the far-field
background as shown in Figure 46(a) and (b) [231,528]. High nanofocusing efficiencies are pos-
sible, with energy delivery to the tip apex up to 20 times more efficient than under otherwise
identical direct illumination conditions.

The nanofocusing approach discussed above would also lend itself to the application of ultrafast
s-SNOM. The nanofocusing mechanism on the tip has a intrinsically broad bandwidth, with only a
weak wavelength dependence, and is independent of spectral phase [517]. This stands in contrast to
alternative spatio-temporal control techniques that require shaped pulses for spatial localization to
occur [529–531]. Furthermore, the waveform, phase, and spectral distortions of the incident pulse
during coupling, SPP propagation, and focusing can largely be compensated for by optical pulse
shaping. Plasmonic nanofocusing on a tip in combination with frequency–domain pulse shaping
allows for the generation of few-femtosecond pulses at the tip apex, as illustrated in Figure 46(c).
The high nanofocusing efficiency gives rise to tip-enhanced SHG due to the broken symmetry at
the apex in the tip axial direction. As a coherent nonlinear optical process this SHG allows for the
measurement of amplitude and spectral phase and thus for the full waveform reconstruction of the
optical pulse using interferometric frequency resolved optical gating (FROG). This information
then serves as a feedback mechanism for the pulse shaping allowing for either minimizing the
pulse duration or even the complete deterministic control and generation of an arbitrary optical
waveform with femtosecond precision.

As an example, Figure 46(c) shows a nanofocused transform limited femtosecond pulse of∼16
fs duration, after optimization using a multi-photon intrapulse interference phase scan (MIIPS)
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(a) (b)

(c)

Figure 46. Grating coupled nanofocusing Raman scattering from the dye malachite green (a). Full suppres-
sion of the far-field background is observed using grating coupling (adapted from S. Berweger et al., J. Phys.
Chem. Lett. 1 (2010), p. 3427 [528], copyright 2010 American Chemical Society). Nanofocusing Raman
scan from a Si step (b) using a photonic crystal coupled to a nanofocusing tip (reprinted by permission of
Macmillan Publishers Ltd: F. De Angelis et al., Nat. Nanotechnol. 5 (2010), p. 67, copyright 2010 [231]).
Nanofocusing of broadband ultrafast pulses in combination with pulse shaping can be used to generate
nanometer–femtosecond confined pulses with full optical waveform control (c). Inset: ultrafast optical tran-
sient measured at the tip apex after nanofocusing, with a transform-limited duration of∼16 fs (adapted from
S. Berweger, J.M. Atkin, X.G. Xu, R.L. Olmon, and M.B. Raschke, Nano Lett. 11 (2011), p. 4309 [517],
copyright 2011 American Chemical Society).

technique, in terms of intensity (red) and phase (blue). The generation of arbitrary optical wave-
forms at the apex including multiple pulse replicas of different waveform and variable time
delay through deterministic pulse shaping is possible, and only limited by the available spectral
bandwidth of the driving laser pulse.

This approach is compatible with different ultrafast techniques, including extension to multi-
dimensional spectroscopies, and is thus expected to greatly enhance the capabilities of ultrafast
s-SNOM for the background-free nano-spectroscopic imaging of complex solids on nanometer
length and femtosecond time scales simultaneously. Furthermore, the high transient field intensities
that can be generated at the apex should be sufficient for electron emission via multiphoton or
optical tunneling processes and higher harmonic generation (HHG). Thus, local probe electron,
XUV, and X-ray spectroscopy on the nano-scale with femtosecond resolution can be envisioned.

7.4. Instrument development
7.4.1. Optical antenna engineered tips for s-SNOM

One key function of the tip in s-SNOM is to act as an optical antenna. In analogy to a conventional
antenna which collects radiofrequency electromagnetic radiation, an optical antenna mediates
the transformation of incident far-field radiation into a localized near-field excitation [532–535].

D
ow

nl
oa

de
d 

by
 [U

ni
ve

rs
ity

 o
f C

ol
or

ad
o 

at
 B

ou
ld

er
 L

ib
ra

rie
s]

 a
t 2

1:
13

 0
8 

D
ec

em
be

r 2
01

2 



826 J.M. Atkin et al.

However, the standard s-SNOM excitation approach, i.e. direct illumination of the tip–sample apex
region, results in poor far-to-near-field transfer efficiency, and thus poor antenna performance. In
addition, although one of the primary features of an antenna is frequency selectivity, with s-SNOM
tips a specific antenna resonance is typically unavailable except in the case of certain tip-enhanced
applications using noble metal tips. Thus, utilizing the optical antenna functionality of the tip is
currently in the rudimentary stages.

The ideal tip would perform three fundamental functions: it would receive and collect far-field
radiation, transform the collected energy into an arbitrarily small volume, and make the confined
energy available via evanescent transfer to a quantum system [536]. The transduction properties of
the tip should maximize capture efficiency while minimizing propagation and transfer loss. This
functionality can be implemented in a monolithic geometry (for example, the grating coupled tip
discussed above), or in a set of discrete elements, such as linear rods, bowtie plasmonic particles, or
tapered waveguides [537–540]. The tip antenna should be frequency selective through application
of engineering design rules, allowing for either broadband or resonance-tuned operation. Precise
control over the resonance bandwidth would enable selective enhancement of a targeted signal
wavelength while suppressing tip interaction with undesired background signal wavelengths. Ide-
ally the capture and concentration process would not introduce significant spectral dispersion,
allowing the tip antenna to be used with light pulses of arbitrary duration for time-domain or
nonlinear studies.

The probe tip is also responsible for scattering the local near-field signal to a detector using
far-field optics. As a local probe, the ideal tip antenna should be sensitive to the electric-field
vector orientation for complete mapping of the electromagnetic environment of the sample [232,
311,541,542]. Different types of tip antennas could be engineered to respond primarily to either
the electric- or magnetic-field [543].

7.4.2. Integrated design and parallelization

As a serial technique, SPM imaging is inherently slow compared to parallel or multiplexed imaging.
While video rate AFM/STM imaging has been developed, increasing s-SNOM imaging speed is
limited by the signal/noise for optical data collection per image pixel.

Schemes for arrays of probe tips, allowing parallel read/write/erase storage operations, have
been developed [544,545]. With multi-focal laser excitation and focal plane array detection those
techniques could in principle be combined with s-SNOM. With advances in micro- and nano-
fabrication [546], the ideal solution would be to engineer both the light source and detection into
the tip itself, in order to excite and detect in the near-field of the sample. While some progress has
been made on local excitation, as discussed above, a near-field optical detection scheme has not
yet been developed.

7.4.3. Environmental conditions

The optical response that s-SNOM is based on is largely unperturbed by large magnetic fields,
electric fields, current, temperature, gas pressure, etc. The investigation of many complex PS
and domain formation phenomena on the nano-scale of correlated materials calls for cryogenic
temperatures. As discussed above, the needed combination of AFM/STM with a cryostat and
optical access has been realized. More challenging is the simultaneous use of strong magnetic
field as this in general conflicts with large numerical aperture optics and beam delivery. For the
application to other materials elevated temperatures would be desired, with the upper limit likely
being determined by the limit of stable AFM operation. Variable and high gas pressure as desired
for environmental science and catalysis applications could readily be accomplished. For many soft
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matter and biological applications [547], operation in a liquid environment is feasible as long as
compatibility with AFM or STM mode is maintained, and depending on the optical transmission
characteristics of the liquid.

7.5. Outlook
The experimental technique of s-SNOM in combination with linear, nonlinear, and ultrafast spec-
troscopy provides spectroscopic access to electronic and vibrational resonances, spin, structural
symmetry, and femtosecond dynamics with nanometer spatial resolution. The sensitivity, speci-
ficity, and selectivity of the optical interaction allows for the systematic real space probing of
multiple order parameters and phases of complex materials simultaneously. Together with its gen-
eral applicability, including under strong magnetic and electric fields, and over a wide range of
temperatures, s-SNOM has the potential to provide new microscopic insight into the underlying
mechanisms of the rich phase transition behavior of MITs, high-TC superconductors, CMR, mag-
netoelectric multiferroics, graphene, topological insulators and other correlated electron materials
and phenomena. While we have limited the review to selected examples, the technique is equally
applicable to a range of materials with similar physical phenomena, including organic conductors
and semiconductors which also exhibit electron correlation, charge order, and superconducting
gaps. Similarly, many materials gain their functionality as a result of nanoscale interactions includ-
ing biomembranes, organic photovoltaics, and semiconductor heterostructures, and s-SNOM has
already proved its applicability to several of these areas.

s-SNOM opens the door for the systematic characterization of electronic, structural, and mag-
netic domain texture, spatial and temporal organization, and topology that arise from and thus
reflect the microscopic interactions in these systems. It could emerge as a transformative tool
helping to gain insight into the underlying mechanisms of correlated matter which in turn can
form the much needed basis for macroscopic control and ultimately targeted design of materials
for technological applications.
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Notes
1. A plethora of acronyms developed in the early phases of tip-based scanning probe optical microscopies.

Different adjectives were chosen in reference to what seemed the most relevant attribute of a certain
application. “Tip-enhanced” (e.g, tip-enhanced Raman scattering (TERS)) has been used where the
local field enhancement of the tip seemed most relevant. “Apertureless”, (e.g., apertureless (a-SNOM)
or apertureless a-NSOM) were used in reference to the distinction from the conventional use of optical
fiber tips with illumination or collection of light via the aperture at the fiber terminal. “Scattering”
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(e.g., in scattering (s-SNOM)), in reference to the function of the tip apex to scatter the evanescent
tip-localized near-field into propagating and detectable far-field radiation, is also used interchangeably
with “apertureless”. However, despite differences in terminology, the underlying physical mechanisms
between all these techniques is very similar, if not identical. Most current descriptions of the imaging
mechanism, in fact, overemphasize field-enhancement or near-field scattering, yet neglect the at least
equally important function of the tip as an optical antenna defined by its capture cross section, antenna
resonant properties, and its efficiency for the far- to near- to far-field transformation in and out of the
localized sample excitation (parameters which are highly variable and as of yet poorly characterized or
understood). We choose, unless otherwise specified, the term s-SNOM as a unified term.

2. Following initial demonstrations of NSOM, a debate ensued on the extent to which the observed optical
contrast and resolution arose from a true optical near-field response, rather than topographic or related
imaging artifacts. For further discussion see, for example, Ref. [210].

3. Much of the difficulty in estimating SERS enhancement factors arises from uncertainty in the volume
of the “hot spot” and the number of molecules probed. Planar sample geometries and known surface
coverages in TERS make the precise determination of the enhancement factor more readily possible.
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